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Preface

This volume contains selected papers from the first conference ‘Information Tech-
nologies and their Interdisciplinary Applications’, which took place in Warsaw
on July, 28, 2012 and has been organized within the framework European Social
Fund, supported by POKL.04.01.01-00-051/10-00. The speakers were students of
the PhD programme bearing the same name as the conference. The programme
is co-organized by three institutes of the Polish Academy of Sciences: Institute
of Computer Science, System Research Institute and Institute of Biocybernetics
and Biomedical Engineering. Selected speakers at the conference were invited to
submit their extended contributions to the conference volume. The submissions
were then reviewed by the editors and external reviewers. The volume comprises
papers which have been finally accepted. The contributions deal with subjects
which pertain to information processing and analysis, in particular data mining,
mathematical and statistical modeling, natural language processing, and model
checking.

“Modeling Consumer Decision Making in the Framework of Fuzzy Sets The-
ory” by Agnieszka Jastrzębska presents a descriptive model of consumer’s decision
making processes. The proposed model, based on the operators used in the theory
of fuzzy sets, allows to model consumers who have different emotional and rational
cognitive abilities.

“Sequential Monte Carlo and Bayesian methodology in the stochastic event
reconstruction problems” by P. Kopka, A. Wawrzyńczak, and M. Borysiewicz ad-
dresses an important problem of the atmospheric contaminant source localization.
The localization of the dangerous substance release is based only on the results
of measurements of concentration of the released substance at the points where
sensors are placed. The applied methodology combines the Bayesian methodology
of estimation with Monte Carlo computer simulation methods.

“Prediction of the structure of the social network” by Robert Kłopotek presents
a system for visualisation, exploration, and prediction of the characteristics of
medium-size social networks. Beside a detailed description of the software, the
experimental section includes some results of the predictive analysis of the three
selected social networks, evolving in time (Enron, Autonomous, Hep-Ph).

The paper “Generalized autosort FFT framework” prepared by Michał Lenar-
czyk describes a concept of improving the fast Fourier Transform (FFT) algorithm
and presents some new ideas in this direction developed by the author. This is
not a new problem in signal processing and computer science, nevertheless, its
practical importance follows from a large area of FFT applications in sciences and
engineering.

“Simultaneous deleting and merging regressors for linear model selection” by
Aleksandra Maj, Agnieszka Prochenka, and Piotr Pokarowski deals with an im-
portant problem of regression model choice when predictors may be quantitative or
qualitative. For the latter case deletion or merging factorial levels may be needed.
The authors present a new method and algorithm for doing this.



Piotr Przybyła’s contribution entitled “Issues of Polish question answering”
considers perspectives for building a Polish question answering system. To assess
the applicability of existing solutions for English, their language dependence is
discussed, preceded by an outline of distinctive features of Slavonic languages,
especially Polish, and their impact on text processing. Some already existing
question answering solutions for Polish are also discussed.

“Selection and prediction for linear models using Random Subspace Meth-
ods” by Paweł Teisseyre and Jan Mielniczuk transfers some methods applied in
classification to regression modeling, namely those which use randomly sampled
predictors to built small regression models and use specially designed overall per-
formance measure of predictors for model choice and prediction. Special care is
devoted to lessen computational cost of the method.

Agnieszka Zbrzezny’s paper “Comparing SAT-based bounded model checking
RTECTL and ECTL properties” compares two SAT-based bounded model check-
ing algorithms for properties expressed in the existential fragment of the soft real
time computation tree logic and in the existential fragment of the computation tree
logic. To this aim two standard benchmarks are used: the faulty train controller
system and the generic pipeline paradigm.

We wholeheartedly thank the authors of the papers included in this volume for
their efforts to extend and revise their contributions. We are also grateful to the
reviewers who devoted their time to go through submissions and to comment on
them.

Editors: Olgierd Hryniewicz
Jan Mielniczuk

Wojciech Penczek
and Jacek Waniewski
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Modeling Decision Making with Respect to
Consumer’s Psychographical Portrait

Agnieszka Jastrzebska
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2 Faculty of Mathematics and Information Science, Warsaw University of Technology

ul. Koszykowa 75, 00-662 Warsaw, Poland

Abstract

Decision making processes are driven by various needs. Needs determine our ac-
tions, directing us towards reducing motivational tension. This article presents
developed consumer representation model. The focus is set on how, using chosen
mathematical operators, we can model consumers decision making with different
psychographical description. Developed approach to decision making modeling is
versatile for consumers with both extremely emotional and extremely rational cog-
nitive abilities. In the case study introduced is exemplar consumers segmentation
and showed is that developed two-step procedure of obtaining the decision works.

Keywords: consumers choice theory, decision making, psychographical segmen-
tation, triangular norms

1 Introduction

Research on mechanisms of motivational stimuli is in the scope of interest of many
diverse sciences, including biology, artificial intelligence, economics and psychol-
ogy. Understanding how human cognitive abilities are related to the decision
making is crucial, as having appropriate knowledge would allow to control these
processes. Analyzing preferences and human reactions to so called marketing com-
munication are of interest in marketing and economics since many decades.

The objective of this paper is to present an interdisciplinary approach to mod-
eling human behavior. Mathematical framework, which is applied is standard
and well known. The originality of the idea lies in the fact that it is applied to
a consumer representation model developed on the basis of two prominent theo-
ries: Maslow’s need hierarchy and Lewin’s field theory. Consumer representation
model plus chosen operators used to describe human behavior allow to describe
the whole spectrum of human decision making, including behavioral biases. Devel-
oped approach can be applied also to marketing communications research. In this
article discussed is how developed model can be used to describe consumers with
different psychographical portraits (a concept commonly applied in marketing).
Presented are several hand-picked operators, which combined with our consumer
representation model provide us with satisfactory results. Please note, that the
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objective is not to describe applied, and at the same time commonly known oper-
ators, but to describe how consistent and coherent are psychological theories that
lay at the background of our consumer representation model with recent mar-
keting communications research, and how our approach can be applied to model
human behavior. The originality of ideas presented in this paper lie in the fact
that known theories were applied and joined together to form a consumer decision
making model capable to reflect decision making process from the point of view of
social sciences. Moreover, presented approach is compliant with decision making
perspective present in marketing research.

The ground rule of successful marketing communication is to gather and process
relevant data. As it turns out, drawing meaningful conclusions from gathered
information might be aided by including psychophysical aspects of human behavior
and analyzing, how it may participate in the decision making process. Hence,
important questions arise: how to model consumer responses to prepared and
directed (promotional) messages. Being able to understand how humans react
to received information would allow to plan and execute successful promotional
campaigns. In the article discussed is how consumers react at the most basic
levels of motivational stimuli recognition and described is how a single decision
might be taken. The explanation is supported with a model of multi-criteria
consumer’s decision making process based on our own consumer representation
model. The article’s perspective focuses on the decision making processes from
the point of view of marketing communications. Described is psychographical
consumer’s segmentation technique. Presented is methodology of how positive
preferences can be aggregated into the decision. The article is structured as follows:
section 2 introduces the reader into the topic of consumer’s decision making. In
section 3 described is developed approach to consumer decision making modeling.
In section 4 introduced is a case study, where the model is applied.

2 Link between marketing communications and decision
making

Psychologists indicated that susceptibility to marketing communications depends
on subject’s personality. One of the most often used approach to the theoretical
research on motivation and behavior concerns susceptibility to various forms of
marketing. Recognizing mechanisms of the decision making and skilful targeting
of particular groups of consumers brings revenue.

Most scientists from the area of motivational stimuli and personality research
discuss dualistic divide between emotion and reason [1], [p. 2]. Naturally, there
is unequal division between the impact of emotional selves and reasonable selves
on one’s behavior. Our personality determines, which side of nature influences
one’s actions. Compartmentalizing our character into these two parts led into
the understanding of behavior as a reaction to certain set of motivational stimuli.
Psychologists evaluate our actions according to one’s rationality. According to this
scale, on the one end there is extremely rational behavior, and on the other end
extremely emotional behavior. Susceptibility to marketing communications can
be evaluated in exactly the same manner.
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Decision making process, according to marketing specialists, is divided into
four steps:

1. Need’s recognition.

2. Search for information.

3. Options comparison.

4. Decision, [9] [pp. 214 - 215].

My aim was to model a general decision making process, applicable for the mi-
croeconomic theory of consumer’s choice, but also, which would be valid from the
point of view of marketing communications. Each of these four steps is present in
developed model. This article focuses on presenting compatibility of marketer’s
perspective on decision making with our model. Applied are mathematical opera-
tors, with different properties, which allow to compute correct decisions, without
prior knowledge, which psychographical type of consumer we are dealing with.
In further parts of this paper discussed is how, with the use of developed model
involved can be causality. Described is a case study of 8 consumers with different
psychographical segmentation. The reason, why it is important to investigate, how
one’s psychological portrait influences decision making is very important. It has
been shown, that knowing target’s rationality type helps in choosing right mar-
keting communication’s channels and messages. Specialists developed models of
psychographical segmentation of consumers, that allow them to successfully plan
promotional campaigns [9] [p. 213]. Traditional demographical and geographical
segmentation is now enriched with these new aspects.

3 Developed model

In this section discussed is developed approach. Most importantly, showed is,
how this model is able to represent decision making process accordant with 4-step
definition given in section 2.

Decision making is a cognitive process, which is initiated by needs recogni-
tion. Consumer is able to name motivational stimuli influencing some decision in
general. Number of factors influencing a decision may be infinite, but in practice
we never have to analyze infinite amount of arguments. The so called cognitive
simplification process usually takes place and consumer makes the decision based
on few arguments, [12] [pp. 111 - 128]. Simplification of cognitive processes is a
theme thoroughly and successfully researched by H. A. Simon, [11].

Consumer representation model was built on two prominent psychological the-
ories: Maslow’s needs theory and Lewin’s field theory. For detailed description of
these two please refer to: [6], [7] and [8]. Most important elements of these two
theories, which were inspiration for this model are following:

• humans can be represented mathematically (K. Lewin),

• this representation has to describe individual’s psychophysical field: all forces
influencing one’s behavior (K. Lewin),

• these forces (which are in up-to-date psychology called cognitive processes and
their sources) determine our decisions (K. Lewin),
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• on the most prime level forces influencing our decisions can be translated into
needs (A. Maslow).

Combining these information to form a model that will represent a consumer in the
context of a single decision problem we obtain a vector-based model in a following
form:

VA = [ m1, m2, ..., mn ]

where VA is a vector of needs that concerns particular decision problem. Factors
m1, ...,mn represent all motivational stimuli that influence discussed decision.

As was mentioned before, human beings tend to simplify cognitive processes.
Therefore, though we can name plenty needs, real-life decision making process is
based on a few. In order to include causality in the decision we will take into
account typically 2 vectors gathering motivational stimuli. First one will contain
initial evaluations of factors influencing a particular decision. It will correspond
to the situation when a person considers certain purchase for the first time. These
initial evaluations might be corrected, when a consumer faces a particular product.
In such case constructed is second vector that corrects evaluations gathered in the
first vector. If the person is undecided and considers the same product several
times, more vectors can be created, but typically we will analyze two vectors. We
name these two vectors as premises (initial vector) and priorities (second vector).
Detailed description on chosen approach is in [3] and [4].

Numbers contained in these vectors describes consumers attitude towards cer-
tain factors influencing the decision. Information gathered in premises and prior-
ities vectors have uncertain character. As at this point my research on consumer
behavior is at the initial state, in this article analyzed are only fuzzy sets, as a
framework applied to describe consumer’s attitude towards certain stimuli. We say
that an element x belongs to the fuzzy set A with a degree µ(x) and denote it as
the pair (x, µ(x)). A fuzzy set A is defined as A = {(x, µ(x)) : x ∈ X}. A fuzzy set
A in the universe X is represented by the membership function µA,X : X → [0, 1].
Each element of premises and priorities vector describe how strongly given factor is
influencing the consumer. Please note, that in future author plans to analyze also
other models of uncertain information and their suitability for developed approach.

To sum up, each factor can be evaluated on the scale [0, 1], where the greater
is the value, the stronger influence has the particular factor on the decision. Such
flexible scale of arguments evaluation allows to model real-life processes more ac-
curately. To premises and priorities vectors applied is an operation of moderation.
Functions, which may be applied are t-norms. Of course this is not an exclusive
list. In this paper main focus is put on compatibility of presented model with deci-
sion making approach based on psychographical segmentation, not on description
of functions. With the use of moderation procedure obtained is final vector, based
on which performed is final decision aggregation. Again, there is plenty of aggrega-
tion operators discussed in literature, but for the purpose of model demonstration
and due to space limitations in this article discussed are only t-conorms.

In order to compare how two different products satisfy one’s needs it will be
convenient to produce a single numeric value. This number should inform us how
good is given product. In order to do so, at first included are premises, which
gather general attitudes towards the decision. Then, premises are moderated with
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priorities. In the frame of fuzzy logic employed can be, for example, lattice oper-
ations max and min for aggregation of information. Utilized can be also a gener-
alized concept of the fuzzy sets connectives union and intersection. These are the
mentioned before triangular norms, for short t-norms and t-conorms respectively,
[5]. t-norm t and a t-conorm s are mappings t, s : [0, 1] × [0, 1] → [0, 1], which
satisfy conditions:

• associative, i.e. t(a, t(b, c)) = t(t(a, b), c),
s(a, s(b, c)) = s(s(a, b), c) for all a, b, c ∈ [0, 1],

• commutative, i.e. t(a, b) = t(b, a), s(a, b) = s(b, a)
for all a, b ∈ [0, 1],

• monotonic, i.e. t(a, b) 6 t(c, d), s(a, b) 6 s(c, d)
for all a, b, c, d ∈ [0, 1] such that a 6 c and b 6 d,

• 1 is the neutral element of t-norm and 0 is the neutral element of t-conorm,
i.e. t(a, 1) = a, s(a, 0) = a
for all a ∈ [0, 1], [5].

If t-norm t and t-conorm s satisfy the generalized De Morgan law s(a, b) =
1− t(1− a, 1− b), they are called dual triangular norms.

Apart from some popular triangular norms, applied will be a special type
of triangular norms called strict (continuous and strictly monotone) generated by
additive generators. The justification of suitability of strict norms has been already
discussed in [3]. Strict norms are discussed to greater extent in [2].

In order to moderate premises with priorities used are t-norms. Applying a
t-norm to correct general attitudes with specific preferences towards a particular
product gives a vector of moderated values. Next, in order to be able to compare
the extent to which different products satisfy the need, applied are t-conorms for
aggregation. The decision ranges from 0 to 1. The stronger is the result, the better
this particular product fulfills consumer’s needs. This article is focused only on
mappings from [0, 1] to [0, 1] interval. Bipolar information processing is out of
scope of this article.

In the case study applied are following t-conorms:

• max,

• probabilistic sum,

• bounded sum,

• Nilpotent maximum,

• Einstein sum,

• t-conorm generated with arc sinus function,

• t-conorm generated with tangent (argument is multiplied by π
2 ),

• t-conorm generated with arc tangent hyperbolic.

Moderation is performed with t-norms dual to t-conorms listed above. Please note,
that some of chosen t-conorms have the property of saturation. Different t-conorms
have different tempo of saturation. Thanks to this, cognitive simplification process
can be modeled.
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Chosen were several popular operators. There are also other functions, which
can be applied in this model. The objective of this paper is to show compatibility
of presented model with marketing communications research and highlight the
benefit of a 2-step procedure in this context.

In next section presented is a case study, where applied is described procedure.

4 Case Study

In this case study illustrated is how different consumer behaviors (analyzed in ac-
cordance with psychographical distinction known in marketing studies) might be
reflected with aggregation techniques described in section 3. Case study revolves
around 8 consumers facing a decision regarding a purchase of a TV. Case study
is based on three different types of consumer profiles. Customers are intention-
ally grouped and categorized, according to common set of features, in this case
according to psychographical description. Distinguished are following consumer
profiles:

1. Emotional Type (EE) - profile of a person, who behaves in unexpected way.
He might change his mind quickly and inconsistently with previous opinions.
EE’s priorities substantially differ from premises.

2. Rational Type (RR) - profile of a person, who is partially susceptible to com-
munications. RR is not changing his mind substantially and immediately.

3. Insusceptible Type (SS) - profile of a person, who is not susceptible to stimuli
arising during the phase of priorities evaluation. Insusceptible person is not
changing his opinions. His premises are exactly the same as priorities.

Suggested three profiles correspond to the standard categories, describing one’s
susceptibility to marketing communications. It is often repeated, that suscepti-
bility, meaning openness, sensitivity or impressionability is a feature, for which
marketers fight for, [13] [p. 78]. In future author plans also to research different
methodological approaches to consumers segmentation.

To be able to compare models described in section 3, used are the same ar-
guments as premises and as priorities for all 8 consumers. Evaluations present in
vectors are individual, depending on person’s characteristics. Discussed are three
consumers with rational attitude towards decision making, three insusceptible (or
in other words stubborn) and two consumers with emotional type of personality.

For the purpose of this case study, discussed are following 5 premises (and
priorities) influencing the purchase of a TV.

1. Consumer is entertained while watching TV.

2. He needs the TV for educational reasons.

3. One thinks that the TV is a nice furniture-like gadget and fits to his interiors.

4. The TV has a Wi-Fi module.

5. The TV comes with extra equipment, like stand-alone speakers.

These are common criteria, which are analyzed in the context of the decision.
The character of these arguments is varied. Part of them should be more carefully
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analyzed, when discussing a general decision regarding the purchase of a TV. Some
are more reasonable to consider, when (after) consumer faces a particular product.
In the next subsection discussed are individual premises and priorities vectors for
rational, stubborn and emotional types of personalities.

4.1 Consumers’ vectors description

The main interest of this case study is to investigate various values of premises and
priorities and the influence of this variety on the decision. Consumer’s profiles are
accordant with mentioned segmentation and we will see that developed approach
provides results coherent with what marketing studies show. The case study is
based on positive premises only. Evaluation of premises and priorities is performed
separately for each consumer profile. Vectors of premises are denoted as PXX ,
where XX is the name of consumer (case), to which this vector belongs. Vectors
of priorities are named RXX .

First described are vectors of premises and priorities characterizing insuscepti-
ble kind of consumers. Distinguished are three cases. First case (SS1) describes a
person, who is highly convinced that he needs the TV. All evaluations of premises
and priorities are equal to 0.8. Second (SS2) describes a person, who is weakly con-
vinced, that he needs the TV. In this case all evaluations are equal to 0.2. Third
example (SS3) concerns a situation, when one motivational stimuli is evaluated
as very high (equal to 0.9) and all other arguments are weak. For an insuscepti-
ble person, the evaluations of all priorities are exactly the same as evaluations of
premises. Below present are six vectors describing consumers SS1, SS2 and SS3.

PSS1 = [ 0.8, 0.8, 0.8, 0.8, 0.8 ]

RSS1 = [ 0.8, 0.8, 0.8, 0.8, 0.8 ]

PSS2 = [ 0.2, 0.2, 0.2, 0.2, 0.2 ]

RSS2 = [ 0.2, 0.2, 0.2, 0.2, 0.2 ]

PSS3 = [ 0.9, 0.2, 0.2, 0.2, 0.2 ]

RSS3 = [ 0.9, 0.2, 0.2, 0.2, 0.2 ]

Next, presented are vectors of premises and priorities for rational consumers.
Distinguished are 3 cases: RR1, RR2 and RR3.

PRR1 = [ 0.8, 0.8, 0.8, 0.8, 0.8 ]

RRR1 = [ 0.9, 0.9, 0.9, 0.9, 0.9 ]

PRR2 = [ 0.2, 0.2, 0.2, 0.2, 0.2 ]

RRR2 = [ 0.1, 0.1, 0.1, 0.1, 0.1 ]

PRR3 = [ 0.9, 0.2, 0.2, 0.2, 0.2 ]

RRR3 = [ 1.0, 0.1, 0.1, 0.1, 0.1 ]
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In the case of rational consumers, priorities do not significantly differ from
premises. They might be slightly strengthened or weakened. In the case of RR1,
consumer has all strong premises and slightly strengthened priorities. Consumer
RR2 has all premises weak (equal to 0.2) and even weaker priorities (equal to 0.1).
RR3’s vector of premises contains first one strong argument and all other weak.
His priorities vector contains one argument evaluated as 1.0 (he is certain that the
product satisfies his needs in this criterion). All other priorities are weak, equal
to 0.1.

Next, described are cases of emotional consumers (EE1 and EE2). Their behav-
ior is very difficult to predict. Priorities vectors contain evaluations significantly
different from premises evaluations. Such person is most likely to change his mind
rapidly. Below visible are vectors PEE1, REE1, PEE2 and REE2.

PEE1 = [ 0.8, 0.8, 0.2, 0.2, 0.2 ]

REE1 = [ 0.2, 0.2, 0.8, 0.8, 0.8 ]

PEE2 = [ 1.0, 0.2, 0.2, 0.2, 0.2 ]

REE2 = [ 0.1, 0.1, 0.1, 0.1, 0.1 ]

Next section discusses differences between results of the decision making procedure.

4.2 Results interpretation

Decision making process can be simplified to the evaluation of a single set of
arguments - premises influencing given decision. In this case, we do not perform
operation of moderation. Including second set of arguments evaluations - priorities
vectors allows to compute results, which are more compliant with intuition. Table
1 gathers results of decision aggregation based only on premises. Table’s headers
contain information, which t-conorm was used to calculate particular decision.

Omitting second set of input arguments provided us with outputs based on
general attitudes gathered in premises vectors. Decisions calculated for consumers
with all high evaluations of premises are strong positive. It is not a surprise. This is
the case of consumers SS1 and RR1. Also, when a consumer expresses at least one
very strong positive attitude, saturation happens fast and computed decisions are
strong positive. These are cases of RR3, SS3, EE1 and EE2. When premises are
moderated with priorities and then aggregated results should be different. Change
should be especially visible for EE1 and EE2, who have very volatile preferences.
In cases of SS2 and RR2 (both these consumers had all premises evaluated as weak:
0.2) chosen operators provided varied decisions. Results vary from 0.2 (maximum
and Nilpotent maximum) to 0.88 (arc sinus). We see that weak arguments get
strengthened. This phenomena is explainable with behavioral bias, described in
prospect theory.

In prospect theory explained is that preferences - or attitudes can be perceived
”[...]as a function of decision weights, and it assumes that these weights do not
always correspond to probabilities” [10][p. 98]. Kahneman and Tversky - authors
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Table 1: Decisions obtained for consumers RR1, RR2, RR3, SS1, SS2, SS3, EE1 and
EE2 based on premises only
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SS1 0.8 1.0 1.0 1.0 1.0 1.0 0.96 1.0
SS2 0.2 0.67 1.0 0.2 0.77 0.88 0.65 0.77
SS3 0.9 0.96 1.0 1.0 0.98 0.98 0.92 0.98
RR1 0.8 1.0 1.0 1.0 1.0 1.00 0.96 1.0
RR2 0.2 0.67 1.0 0.2 0.77 0.88 0.65 0.77
RR3 0.9 0.96 1.0 1.0 0.98 0.98 0.92 0.98
EE1 0.8 0.98 1.0 1.0 0.99 0.99 0.91 0.99
EE2 1.0 1.0 1.0 1.0 1.0 0.8 1.0 0.67

of the prospect theory, postulate that people tend to overweight small probabil-
ities and underweight moderate and high probabilities [14][p. 179]. Translating
prospect theory into developed model, means that weak evaluations of premises
and priorities in the process of arguments aggregation should get strengthened.
This happens for most of t-conorms, which are applied, with the exception of
maximum and Nilpotent maximum. The question, which operator is most suited
to model decision making, is a difficult one. Nevertheless, choosing the right func-
tion would require taking a closer look into how it aggregates small arguments.
The optimal choice shall include described bias.

Next, presented are decisions obtained with a 2-step procedure, when first
premises are moderated with priorities, and then the decision is aggregated. Table
2 contains results for consumers SS1, SS2, SS3, RR1, RR2, RR3, EE1 and EE2.
Table’s headers inform about t-conorm applied for aggregation. For moderation
used were dual t-norms.

Decisions obtained for consumers with insusceptible type of personality are
consistent with intuition. For cases SS1 and SS3 computed were strong positive
decisions. These cases are consistent with previous results, were priorities were
neglected. In a case, when a person was convinced that the purchase of the TV
was practically a necessity, according to at least one argument (case SS3), the out-
put is also strong positive. The same solid positive output concerns a case, when
all arguments are fairly strong (case SS1). In case of SS2, where all premises and
priorities are equal to 0.2, decisions obtained with various dual triangular norms
are fairly weak. Some pairs of operators strengthen the decision, but the strength-
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Table 2: Decisions obtained for consumers RR1, RR2, RR3, SS1, SS2, SS3, EE1 and
EE2 based on premises and priorities
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SS1 0.8 0.99 1 1 1 1 0.92 1
SS2 0.2 0.18 0 0 0.51 0.24 0.43 0.12
SS3 0.9 0.84 0.8 0.9 0.92 0.81 0.84 0.83
RR1 0.8 1 1 1 1 1 0.94 1
RR2 0.1 0.1 0 0 0.34 0.16 0.31 0.06
RR3 0.9 0.91 0.9 0.9 0.94 0.85 0.91 0.91
EE1 0.2 0.58 0 0 0.75 0.74 0.7 0.6
EE2 0.1 0.17 0.1 0.1 0.37 0.31 0.59 0.15

ening effect is significantly lower. For SS2 the effect of output strengthening, when
premises are moderated with priorities, is much lower than in the case, when the
decision is obtained with the use of premises vector only. This is the first solid
proof that involving causality is extremely important and modeling decision mak-
ing has to include time flow and possibility of change of preferences. It is accordant
with intuition - facing a concrete product changes consumer’s perspective, not only
about particular features associated with given product. The change concerns also
evaluations of needs (factors). In table 2 we see relatively higher strengthening
effect for t-norm/t-conorm associated with tangent generating function and for
Hamacher product/Einstein sum. These pairs allow to involve behavioral bias de-
scribed in the prospect theory. Some operators behave differently. For example,
Lukasiewicz t-norm/bounded sum and Nilpotent minimum/Nilpotent maximum
pairs of dual triangular norms lower the decision. The output in these two cases
is equal to 0.

Decisions calculated for consumers, who express rational attitude towards pref-
erences evaluation are visible in 4th, 5th and 6th rows of table 2. Rational con-
sumer may change his mind and priorities evaluations might be different from
premises. They can be either lowered - like in case RR2, or strengthened - like
for RR1. Also they can be partially lowered and partially strengthened - the case
of RR3. Naturally, rational consumers are also susceptible to behavioral biases.
Decisions obtained for RR1, who has all premises and priorities relatively high
are also very high. These results are consistent with intuition. Decisions for RR2,
whose all premises are weak and priorities are even weaker are all weak too (see row
5, table 2). In the case of RR3, when one strong factor was evaluated in RRR3 as
a certain positive (equal to 1.0) all decisions obtained using chosen dual triangular
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norms are strong positive. In the cases of RR1 and RR3 results obtained based
only on premises are consistent with results obtained, when applied were both
premises and priorities vectors. For RR2 results obtained without moderation are
too high.

Observing results for EE1 and EE2 obtained with premises moderated with
priorities differ from results obtained before (without moderation). Especially for
EE2 we see the lowering effect of moderation. Though PEE2 contains one premise
evaluated as certain positive (1.0), significantly weaker priorities lower the decision.
This is highly desired property. Without taking into account priorities, we neglect
the disappointment of EE2 expressed with low numbers in REE2. For the case
of EE1, we see mostly moderate positive decisions. This output is also compliant
with intuition - all arguments in PEE1 and REE1 are positive.

To sum up, in the article presented was a procedure of how decision making
can be modeled based on developed consumer representation scheme. In the case
study introduced was consumers segmentation and it was shown that described
approach produces results coherent with results assumed in marketing communi-
cation studies.

5 Conclusions

The article presented developed approach to decision making modeling. Shown
were benefits of involving causality into decision making process. Investigated
were several pairs of operators, with which it was possible to compute appropriate
outputs. Case study examples show, that applied operators allow to return correct
decisions for various consumers profiles. Technique of premises and priorities mod-
eration and decision aggregation allows to build a model applicable for consumers,
who match different psychographical description without prior knowledge about
it. Choosing certain operators allows also to include various spectrum of human
behavior, including behavioral biases. Presented model of consumer’s representa-
tion is very versatile, as it was built with psychological models on the background.
Interdisciplinarity: joining psychology with behavioral economics into one model
of consumer representation is the main advantage of presented approach.
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Abstract

The paper describes a new framework for visualization and inspection of a social
network graph evolving over time. One of the new features is prediction of future
structural properties of this graph. For this purpose we use time series analysis,
based on a machine learning framework of Weka. We evaluate this approach for
four learning algorithms for time series prediction: SVM (support vector machine),
linear model, multilayer perceptron and Gaussian process. A series of experiments
was designed to assess the quality of prediction of the dynamics of the social
network with selected methods.

1 Introduction

Social network analysis (SNA) is a rapidly growing area of research with many
current and potential practical applications in the economy, government, science,
the organization of information society, ensuring the security and defense. Appli-
cation examples are early warning systems of impending epidemics of infectious
diseases [1, 2], seeking expert in certain areas [3], for designing efficient share of
information and education [4, 5], search people with leadership qualities [6], to
identify the instability of social relations [7], the detection of activities of terrorist
groups (eg [8, 9, 10, 11, 12]), identifying network vulnerability [13] etc.

Social network often means social structure between actors, which are generally
individuals or individual organizations. It shows the relationship of various types,
ranging from random acquaintance to the close relationship or to object flows
(e.g. information, goods, money, signals, intermediate in the production cycle,
etc.) between the members of the community [14].

Social network analysis is focused on mapping and measuring relationships and
information flows between people, their groups, organizations or other entities in
transforming the information and / or knowledge. The SNA attempts to make
prediction on the basis of the characteristics of the network as a whole entity,
the properties of individual nodes based on network structure, etc. The subject of
research can be a complete social network or parts of it related to a specific node.
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As part of a research project1, we developed a set of methods and algorithms,
and created a system called BEATCA-SNA for supporting important tasks in
SNA:

• enriching the description of the analyzed social network with features derived
from texts, structural information with regard to different objects in the net-
work, and from the characteristics of aggregates based on the cluster analysis
of objects,

• enriching the description of the dynamics of the network analyzed by time-
dependent prediction based on original and derived features (predictors) of
objects (nodes) and aggregators of the network,

• searching, visualization and exploration of social networks based on the charac-
teristics of nodes, their aggregates and structural relationships, and supporting
these processes by recommendation techniques.

In this paper we will focus on the aspect of visualization and prediction of the
structure development of the network graph. Section 2 discusses related work on
dynamic social networks. In section 3 we will outline the design of the implemented
system, concentrating on dynamic social network graph exploration capabilities.
In section 4 we will describe the set of experiments we performed to evaluate its
predictive capabilities. The experimental results are summarized in section 5.

Some of the implementations are based on selected ideas described in [15] and
[16] and [17]. A completely new approach to graph visualization is presented in
[18].

2 Related work

Recently finding characteristics of social networks and prediction of this character-
istics grew to a field of intense research activity. The results of Barabási’s research
into the behavior of networks presented in book [13] show how even fairly robust
systems like the Internet could be crippled by taking out a few super-connected
nodes, or hubs. In [19] Albert and Barábasi present a statistical approach to model-
ing the networks dynamics, based on empirical data. The authors discuss the main
models and analytical tools, covering random graphs, small-world and scale-free
networks, the emerging theory of evolving networks, and the interplay between
topology and the network’s robustness against failures and attacks. They use the
following network characteristics as measurement metrics: number of nodes, aver-
age degree, average path length, local clustering coefficient and spectral density of
a graph.

Lin et al. [20] use first-order Markov model to analyze communities2 and their
evolutions in dynamic networks. They analyze impact of network history to pre-
dict communities in current state. Unlike traditional two-stage techniques that

1Research project grant from the MNiSW N N516 443038 - 4430/B/T02/2010/38 Analysis
and visualization of structure and dynamics of social networks by methods inspired by nature
realized from 9.4.2010 to 8.4.2012.
2A community is often thought of as a set of nodes that has more connections between its

members than to the remainder of the network.
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separate the task of community extraction and the task of evolution extraction,
the FacetNet framework presented in their paper combines these two tasks in a
unified process. Authors use node degree, modularity (as defined by Newman et
al. [21]) and propose new measurement soft modularity.

Statistical properties of communities in a large dynamic networks were inves-
tigated by Laskovec at al. [22]. In their parer, they characterize as a function of
size the statistical and structural properties of communities. They measure com-
munity goodness by conductance, also known as the normalized cut metric (see
[23, 24, 25]). The practical problem with this metric is that it is hard to compute
and we must make some approximations. They also introduce the network com-
munity profile plot, which measures the quality of the best possible community in
a large network, as a function of the size of the presumed community. In network
dataset they examined, the conductance score of the best possible set of nodes
gets gradually worse and worse as those sets increase in size. This suggests that
steadily increasing clusters are ”blended in” more and more with the rest of the
network.

Laskovec et al. [26, 27] present two unusual phenomena of network growth in
time. First, most of real graphs densify over time, with the number of edges growing
superlinearly in the number of nodes. Second, the average distance between nodes
often shrinks over time, in contrast to the conventional wisdom that such distance
parameters should increase slowly as a function of the number of nodes. They
propose two models, which can explain this phenomenas: ”Community Guided
Attachment” (CGA) and more complicated ”Forest Fire Model” (FFM), the latter
being based on having new nodes attach to the network by ”burning” through
existing edges in epidemic fashion.

Berger-Wolf and Saia [28] propose a new mathematical and computational
framework that explicitly makes use of information about the time that social
interactions occur. They analyze structure of social network by creating various
groups on graph representing this network. Interactions between individuals are
recorded at every timestep and for them the membership into groups and meta-
groups. They measure similarities of group defined by a social event by specially
built similarity measure.

Laskovec et. al [29] present usefulness of social network analysis in viral mar-
keting. Dynamic network is constructed from person-to-person recommendation
network. Authors established how the recommendation network grows over time
and how effective it is from the viewpoint of the sender and receiver of the rec-
ommendations. They used traditional epidemic (see [30]) and innovation diffusion
models (proposed by Bass [31]). They concluded that in network-based epidemic
models, extremely highly-connected individuals play a very important role.

In this paper we present a slightly different approach to analysis of the dynam-
ics of social networks. Instead of providing the user with ready made reports on
network properties we allow him to investigate himself network properties both at
global and local level. Our work differs also in the approach to time intervals and
measurement handling. For given interval (time slice) we measured metrics value
considering only those graph nodes and edges that were ”active” or existent only
in this interval, instead of a cumulated graph till given time point.
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3 A system for local contextual properties of social graphs

Prof. Tukey, who inspired a new trend in exploratory data analysis, believed that
an important aspect of the analysis is data visualization and exploration. There-
fore, a very important component of data mining system is an opportunity to
present and search network properties seen at the local level.

The social network graph node in our system is seen in three different contexts:

• in the context of its position in the graph
• in the context of the passing time
• in the context of a group to which it was assigned during clustering process

(with clustering of nodes being based on their textual content)

The first and second aspect implies that in fact we are not dealing with a single
social graph, but with many of them, associated with individual quanta of time,
where an individual node becomes the next incarnation.

On the other hand, search engine treats all these incarnations as a single entity
e.g. during clustering, search, retrieval, presentation etc.

The system BEATCA [32] reflects this duality as a dual representation of the
node. On the one hand we have the node as an entity, which is assigned to all the
related texts, on which it can be searched, as well as time invariant attributes.
On the other hand, there is its next incarnation, which is related to the attributes
change over time. From a technical point of view the search of time varying and
time invariant node features runs somewhat in separate spaces, which are combined
on the fly when it comes to answer the user’s query.

At the same time, node is characterized not only by its graph properties, but
also by the text. For example, a node in time quanta can be associated with e-mails
sent by it (e.g. Enron base).

Note that with appropriate design of experiments there is a possibility that for
example, some data processing may deliver some new aggregation attributes, on
which you can perform searches.

A new quality in developed tool is the opportunity to observe local and global
graph metrics in time (after division of the timeline to the corresponding quanta)
and the ability to search nodes with specific value (or values in the range) of this
metrics in a specific time interval or at any time. A set of metrics (treated as node
attributes) is by definition extensible.

In subsection 3.1 we will explain the kind of graph properties (metrics) that can
be inspected by the user and in subsequent subsections various available inspection
methods will be presented.

3.1 Local and global properties of social graphs in BEATCA-SNA

In this project we borrowed from a rich set of traditional coefficients known from
literature, which represents local and global properties of social networks. Many
such measures are given by Vázquez in [33]. However we expanded this set by
an important one, called bipartite clustering coefficient (BLCC), proposed and
investigated widely in [34].

We measure local properties of the graph nodes by following metrics:
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1. degree - the number of edges incident to the vertex

2. indegree - the number of edges going to the vertex

3. outdegree - the number of edges going out of the vertex

4. Local Clustering Coefficient (LCC) - the ratio of the number of edges con-
necting the neighbours to the maximum possible number for simple graphs
(see [35]). When applied to a single node, is a measure of how complete the
neighbourhood of a node is.

5. betweenness centrality - number of the shortest paths between nodes (from
any to any) passing through the node

6. closeness centrality - average distance from a given node to all other nodes in
the network

7. eccentricity - measure captures the distance between a node and the node that
is furthest from it, a high eccentricity means that the furthest away node in
the network is a long way away, and a low eccentricity means that the furthest
away node is actually quite close

8. modularity class - identifier of community3 to which node was assigned

9. eigenvector centrality - the component of the principal eigenvector of the net-
work adjacency matrix corresponding to a given node

10. pagerank - the component of the principal eigenvector of the network modified
adjacency matrix corresponding to a given node; the modification consists in
the following: If a node does not have an outgoing edge it is connected to all
the other nodes. Then each one in the matrix is divided by the number of out-
going edges of a given node. Then all the entries are multiplied by one minus
decay factor, then each entry is added decay factor divided by the umber of
nodes in the network

11. Strongly Connected Component Number - identifier of a strongly coherent
component the node belongs to (strongly coherent component is maximum
subgraph of directed graph in which each node is reachable from each on a di-
rected path)

12. Weakly Connected Component Number - identifier of a weakly coherent com-
ponent the node belongs to (weakly coherent component is the maximum sub-
graph of directed graph, in which after changing it to the undirected graph,
each node is reachable from each other one. Numbers range from 0 to (Weakly)
Connected Components Count -1),

13. source_second_neighbours_number - number of second neighbours of vertex
source

3In our system communities are obtained based on Newman’s modularity concept. The algo-
rithm runs as follows: initially each node constitutes its own community, then nodes are moved
between neighbouring communities until a stopping criterion is reached. The obtained communi-
ties receive distinct identifiers called modularity class. A node is moved to the community of one
of its neighbours if this would increase the modularity of the entire network. At each step the
node giving the maximum modularity gain is selected. Modularity is the difference between the
quotient of the number of edges inside of communities and of the total number of edges minus the
sum of squares of the shares of edges that have at least one end in the community. The process
is terminated if no gain of modularity can be achieved.
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14. sum_of_neighbours_degree – the sum of the out-degrees of the neighbours
of the source vertex

15. BLCC – BLCC coefficient (bipartite graphs clustering coefficient) for the source
node, equals 1 minus the number of second neighbours of given node divided
by the number of the degrees of the first neighbours after removal of the node
from the network; it measures how much the local environment of the node
differs from a tree

We measure local properties of the graph edges by following metrics:

1. x-z-y-transitivity – if we have edge x → y this is the number of such z,
that x→ z → y

2. z-xy-transitivity – if we have edge x → y this is the number of such z,
that z → x i z → y

3. xy-z-transitivity – if we have edge x → y this is the number of such z,
that x→ z i y → z

Global properties of graphs are measured by metrics:

1. Total Nodes - the total number of vertices
2. Total Edges - the total number of edges
3. Average degree - average degree of vertices in graph
4. Diameter - diameter of the graph (the longest simple undirected path between

vertices)
5. Average Path Length - the average length of a simple path
6. Average Local Clustering Coefficient - the average over the entire network of

the local clustering coefficient defined above
7. (Weakly) Connected Components Count - number of coherent components
8. Density - measures how close the network is to complete graph. A complete

graph has all possible edges and density equal to 1. It is the ratio of the number
of edges to the number of edges to the corresponding complete graph.

9. Modularity - modularity as defined by Newman (see footnote in description of
modularity class above), measures how well a network decomposes into modu-
lar communities, high modularity score indicates sophisticated internal struc-
ture

3.2 Methods for predicting the dynamics of local changes and visual-
ization of predicted layers in time

The user has the possibility to analyze the time behavior of selected indicators
(from the list given previously) both for the whole social network and individual
nodes.

The source of this dynamics are appearing and / or disappearing edges in the
graph of social network in subsequent time intervals. The system has two main
perspectives of these processes:

• edge exists in the graph in a given time interval, if it was in the source data in
the graph at any point in time in the past
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• edge exists in the graph in a given time interval, if it was in the source data in
the graph at any point in time in the time interval

Naturally in the first variant the edges do not disappear.
To enable the user to predict future behavior of indicators in the time points,

we incorporated the standard time series analysis software proposed in [36] (with
the possibility to choose a learning algorithm as a basis for prediction).

Learning algorithms are available from the implementation of Weka 3.7.5 de-
scribed in [36].

• SVM (support vector machine)

• Multilayer Perceptron

• Gaussian Process

• Linear Regression

Prediction needs training data with at least two different values. The prediction
horizon is restricted by the number of observations in a learning sample.

3.3 Methods for visualization of dynamics in social networks

The developed tool allows to model the variability in the time of social networks.
With the methods of time series analysis there can be visualized the ”stability”
and anomalies in the behavior of individuals and / or groups as well - for anomalies
- looking for these predictors.

In subsequent moments of time for each vertex in social graph we create a time
series for a particular indicator. On this basis, we predict what will happen in time
(t+ 1), for example, one can ask if there is increase in the number of edges, if the
number of connections between neighbours gets concentrated, if there is increase
of centrality of a node, etc.

On the basis of the analysis mentioned earlier and taking into account the
expected values of certain predictors, we can construct a graph prediction at the
time (t+ 1). This graph can be used e.g. for recommendations or search (for more
details see [34]).

In BEATCA system the node of the graph is viewed also as a textual document.
One of the features of BEATCA is that text documents can be clustered into co
called document map using WebSOM like methods [32]. Therefore the user can
view the local changes around the node in graph in time and watch changes of the
map of documents in time.

3.4 Methods of visualization of the answer to the question in the social
network

The system can search information on social network in the mapping search. There
were used known algorithms for visualization (WebSOM) of static and dynamic
graphs (with the possibility of visualization hierarchically grouped social networks,
statically and dynamically) based on earlier experience of our team with imple-
mentation of BEATCA system.
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The possibility to use queries are extended with elements related to the struc-
ture of the relationship, e.g. the question of the nodes satisfying the conditions
imposed on their local graph properties such as centrality. We can specify the
point in time in which the value is obtained. So we can issue a query where we
want to find nodes with degree 2 within time interval (1999-01-01,1999-07-01)

~degree=2 ~time=[1999-01-01 00:00:00, 1999-07-01 00:00:00]

We can combine graph features with textual one, e.g. looking for nodes with
PageRank over 0.001 at any point in time containing the word ”Susan”

Susan ~pageranks>0.001

We can refer to average values of node features with textual one, e.g. looking
for nodes with Average Path Length over 3.4 containing the word ”Mark” in third
quarter of 1997

Mark ~"Average Path Length">3.4 ~time-label=1997Q3

Visualization response includes: maps of documents, HTML presentation of
the description of the node, a graphical representation of a node in the graph
surrounding network and a graphical representation of the time series of coefficients
associated with the node.

Designed methods were implemented in the interface, as described in the next
section.

3.5 Design and implementation of the user interface

The graphical interface allows the user to choose social network, to which queries
will be directed and to formulate queries and view the results in the form of:

• list of nodes
• map of nodes

The user can navigate both the list and the map of nodes. He can also preview
the global social network graph properties (average and over time, and predictions).

When user selected node in the list, he has the possibility to:

• see a text description of the node
• view the local properties of graph node
• see the changes of these properties in time
• see predicted changes in the future
• view its graph surroundings and changes of the environment in time
• navigate to the nodes surroundings in graph

Formulation of queries can include:

• text features of node (textual information)
• average local properties of node features
• local properties at selected time intervals
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Figure 1: Example of usage of the ”Analysis” tab to display textual dynamics of graph
representing the diameter of the analyzed network.

The system allows for visualization and analysis of data, in particular the
dynamic aspects of data as a graph of the social networks.

The interface of this subsystem consists of three tabs for the different aspects
of the functionality of the system:

• ”Data” - allows the user to select a data set to be analyzed

• ”Analysis” - (see fig. 1) groups the user interface elements that allows to:

– detailed control over analysis of the data

– choose from a large range of attributes available for the analysis of the data

– control of the analysis process of the network dynamics or the selected
aspect

• ”Visualization” - allows the user to interactively visualize respectively selected
section of the data set as a graph.

The order of mentioning these tabs corresponds to one possible scenario of the
sequence of operations by the user during inspection of the data, but of course the
system can handle any other order selected by the user. In particular, it is possible
to repeatedly switch between tabs to modify the entered parameters.

It is required to choose a data set for analysis before any other operations.
While working with the system, user can select a different data set for analysis,
etc.
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4 Experiments

A number of experiments for prediction of future properties of social networks have
been performed to verify the usefulness of the implemented predictive algorithms.

We performed experiments on prediction of the global graph properties de-
scribed in section 3.1. It turned out, however, that only for a part of them rea-
sonable results were obtained, that is for average clustering coefficient, connected
component count, average path length, graph density and diameter. Only for these
ones we will report the results.

We applied Weka’s time series framework for the purpose of prediction of
these properties. This framework differs from classical statistical techniques such
as ARMA and ARIMA, because it uses standard machine learning algorithms
trained on data from which the time factor was removed. The trained models are
then applied in such way that the past values are used as predictors and the future
value is the predicted one. The advantage of this approach lies in the possibility
to use any learning algorithm and features not only belonging to the time series
of the predicted index. It is claimed (see [36]) that such an approach may be even
more effective than classical statistical methods.

In this study, as a learning algorithm for time series analysis we used the fol-
lowing algorithms: SVM (support vector machine), linear model, multilayer per-
ceptron and Gaussian process.

A bad property that we need to live with is that the used prediction algorithms
require at least two different points in the learning sample. Whenever this require-
ment is violated, they do not return any value, which is represented by the value
-1, because value -1 is not possible to obtain from the absolute or relative error.

The usefulness of an algorithm is reciprocal to the error it makes when pre-
dicting future values.

We considered relative and absolute prediction errors.
The absolute error of prediction was calculated using the formula:

errorA =

√√√√
k∑

i=1

(realV aluei − predictedV aluei)2 (1)

where k means the number of steps predicted ahead.
Calculation of the relative error was done as follows:

errorR =

√√√√
∑k
i=1(realV aluei − predictedV aluei)2∑k

i=1(realV aluei)2
(2)

where k is the number of steps predicted ahead.

4.1 Preparation of experimental data

The experimental work used three datasets :

• set ”CitePh” - citations in physics papers
• set ”Autonomous” - network of routers
• set ”Enron” - email correspondence in Enron company
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4.1.1 CitePh dataset

The dataset was downloaded from the web page: http://snap.stanford.edu/
data/cit-HepPh.html. It is a graph describing the citations between scientific
publications, for example, if paper A quotes B then there is an edge from A to B.

The original dataset was processed according to the following rules:

• Remove vertices (together with incident edges) whose date of creation can not
be determined

• Remove the edges, where A is published earlier than B and A quotes B

In this way, we obtain a set in which papers (vertices) that appeared later cite
papers that have been published previously.

Graph contains 37,622 nodes and 345,375 edges. This is a directed graph with
no multiple edges. Neither vertices nor edges contain text data.

The network is divided into 42 time slices (each lasting one quarter), from Q1
1992 to Q2 2002 inclusive.

4.1.2 Autonomous dataset

The dataset was downloaded from the web page: http://snap.stanford.edu/
data/as.html. This is a communication network between routers on the Internet.

Graph contains 7716 vertices and 11,965,534 edges. This is the undirected
graph, there may be multiple edges. Both vertices and edges do not contain text
data.

The network was divided into 785 one-day intervals, from 8 November 1997 to
2 January 2000.

4.1.3 Enron dataset

Database is available on the web page: http://www.isi.edu/~adibi/Enron/
Enron.htm as well as http://www-2.cs.cmu.edu/~enron/.

The data were collected as a part of the so-called project CALO (Cognitive
Assistant that Learns and Organizes). It contains information about users of Enron
who sent about 500,000 messages.

Database created from this set includes 75,542 nodes connected by 431,573
edges.

The database is divided into 16 quarters. Each quarter has the same number
of vertices, thus prediction of number of vertices is not possible. Moreover, in the
last quarter (16) there are very few edges.

4.1.4 Database statistics

Basic statistics of databases are presented in table 1.

4.2 Experimental results

Let us present in this section a couple of results out of a large set we obtained that
we think are of particular interest. Detailed results are presented in Appendix: for



24 Robert A. Kłopotek

Table 1: Basic statistics of databases

database Enron CitePh Autonomous
number of time slices 16 quarters 42 quarters 785 days
number of all nodes 75542 37621 7716
number of all edges 431573 4708242 11939066

database Enron in tables 6, 4, 3, 5, 2, for database CitePh in tables 9, 7, 10, 11,
8 and for database Autonomous in tables 14, 12, 15, 16, 13. Results encompass:
absolute errors calculated from equation (1) and relative ones form equation (2).
Prediction model needs at least two different points, so prediction error in 1 step
ahead starts from time slice 3: we have 2 observed values to build model (we will
call it learning sample) and predict value for next (third) time slice and so on.
Cases of 2 and steps ahead predictions are reported accordingly.

Subsequently we will use the following abbreviations for names of learning al-
gorithms in prediction methods: SVM (Suport Vector Machine), MLP (Multilayer
Perceptron), GP (Gaussian process) and LR (Linear Regression).

It turned out that not all global properties can be predicted by the methodolo-
gies used. Therefore only results for the following metrics are presented: Average
Clustering Coefficient (see tables 6, 9, 14), Average Path Length (see tables 4,
7,12), Connected Component Count (see tables 3, 10, 15), Density (see tables 5,
11, 16) and Diameter (see tables 2, 8, 13).

Enron database was divided into 16 quarters. Each quarter has the same num-
ber of vertices.Moreover, in the last quarters (14,15,16) number of edges is getting
smaller very fast, causing enormous errors in the prediction for those quarters. In
the plots of absolute errors for Density (figure 2, 3, 4) where 1, 2, 3 step ahead
prediction was applied resp., we see that the absolute error increases with increas-
ing learning sample, while the relative error (figure 5) 1 step ahead is small except
for the last unusual quarters. Unusuality of the graph in the last quarters reflects
negatively on the quality of prediction when we forecast more than one step ahead.
The best learning algorithm for time series turned out to be a Gaussian process,
which was the most resistant to last unusual quarters. For numerical values of rel-
ative prediction errors and the value of attribute Density see table 5. In table 3 we
can see a similar pattern for prediction of Connected Components Count. Here the
best prediction was for Multilayer Perceptron. Time series method for prediction
was much better for predicting Diameter (table 2), Connected Component Count
(table 3) and Average Path Length (table 4). Here even for the unusual quarters
error was not so huge but for Diameter it is over 100 %.

CitePh database contains 42 time slices in which both the number of edges
and vertices are changing. Figure 8 shows a comparison of the relative error of
prediction for the attribute Average Path Length predicted with learning algorithm
SVM (see table 7). Prediction error here is big in first part and gets smaller later
(after 25 time slice). From 25 elements in the learning sample error is stabilizing
and very small about 3%. Errors of prediction 1, 2 and 3 steps ahead are similar.
Figure 7 shows a comparison of the relative error of prediction for the attribute
Average Clustering Coefficient (see table 9). Early prediction error is very high



Prediction of the structure of social networks 25

Figure 2: Absolute prediction error for 1 step ahead for the attribute Density in Enron
database

Figure 3: Absolute prediction error for 2 steps ahead for the attribute Density in Enron
database

Figure 4: Absolute prediction error for 3 steps ahead for the attribute Density in Enron
database
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Figure 5: Relative prediction error in percent for 1 step ahead for the attribute Density
in Enron database

above 100% for 2,3 steps ahead and at 20 elements in the learning sample is small
up to 4%. Here we can see clearly that the number of steps in increasing the
forward prediction becomes worse, in contrast to prediction of attribute Average
Path Length. Moreover smaller increase in prediction for 1 step ahead causes much
worse prediction error for 2 and 3 steps ahead. In those 2 cases SVM and MLP
prediction are the best, when we predict more steps ahead GP is getting much
worse than SVM and MLP. LR prediction is 30-50% from 20th time slice. We got
similar results for other metrics Connected Component Count (table 10), Density
(table 11) and Diameter (table 8), but for the first one SVM, MLP and GP does
not differ so much.

Autonomous database contains 785 time slices, but for analysis several initial
ones were selected. For the rest of the time series the results are comparable except
for the time slices where no activity was registered and hence the graphs contain
no edges. The number of vertices in time does not change. In figure 6 we see pre-
diction results of attribute Density when SVM is used as learning algorithm for
the time series. Relative prediction error is small, about 5%. With the increase in
the number of observations in the training set error gradually decreases and sta-
bilizes. Surprisingly all methods were working quite well, even the least advanced
LR. Similar results we get for other metrics Average Clustering Coefficient (table
14), Average Path Length (table 12), Connected Component Count (table 15), and
Diameter (table 13). Note that unusual table 13 for metric Diameter starts from
time slice 22, because learning algorithm needs at least two different values and up
to slice 19 time real value of metric was 9 and for time slice it was 10, so prediction
form time slice 22 was possible.

5 Summary

This paper presented a framework for inspection of the dynamics of social net-
works. Its particular feature is the possibility to predict the development of some
structural features of the network over time.
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Figure 6: Comparison of the relative error in percent of prediction for the attribute
Density of database Autonomous

Figure 7: Comparison of the relative error in percent of prediction for the attribute
Average Clustering Coefficient of database CitePh

Figure 8: Comparison of the relative error in percent of prediction for the attribute
Average Path Length of database CitePh
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In this paper we evaluated the capability to predict the properties of social
networks described in section 3.1 for three well-known dynamic social network
databases, listed in section 4.1. The prediction is based on the Weka time series
analysis framework, capable of exploiting machine learning algorithms for predic-
tion of future attribute values. We compared 4 learning algorithms: support vector
machine (SVM), linear model (LR), multilayer perceptron (MLP) and Gaussian
process (GP).

It turned out that the best prediction (smallest error) was obtained for at-
tributes Average Clustering Coefficient, Average Path Length, Connected Compo-
nents Count, Diameter and Density for databases CitePh and Autonomous..

The best performing learning algorithm for time series prediction (for all the
investigated databases) turned out to be SVM and MLP. Surprisingly prediction
was quite with linear regression algorithm for database Autonomous. Learning
using Gaussian process was characterized by the biggest error in the initial phase
and rarely a little better than the MLP or SVM algorithm.

For databases Autonomous and CitePh, which have more time slices than En-
ron, prediction errors decreased up to overfitting the model. Unfortunately, sudden
disturbances (no edge in some intervals) resulted in a dramatic increase in the pre-
diction error.

Our approach to take measurements only from graphs existing in given time
interval and not cumulated to given time point gave us interesting results. It was
expected that with the increasing number of predicted steps prediction error will
decrease, but as it has turned out, in the presented example of database Enron is
not always true.

From experimental results of prediction 3 steps forward it can be seen that, with
sufficient number of observations in the learning sample, the method of prediction
using time series is doing quite well.

Due to the limitations of linear regression learning algorithm, as it has turned
out in experiments, it is not recommended to use this one. General remark of our
approach is that it could be expected that finding a constant trend should be easy.
However, the disadvantage of the prediction algorithm is that at least two point
values in the sample have to be different. For all learning algorithms this limitation
from the Weka package seems strange.
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Appendix

Table 2: Metric real value vs relative prediction error (in percent) for 1, 2 and 3 steps
ahead of metric Diameter of database Enron for consecutive time slices. Notation: num-
ber in title is number of steps ahead. Shortcuts: TS (time slice), RV (real value), SVM
(Suport Vector Machine), MLP (Multilayer Perceptron), GP (Gaussian process) and LR
(Linear Regression)

TS RV SVM 1 MLP 1 GP 1 LR 1 SVM 2 MLP 2 GP 2 LR 2 SVM 3 MLP 3 GP 3 LR 3
3 9 7.43 4.8 4.87 38.89 - - - - - - - -
4 13 24.82 30.94 32.18 33.87 20.39 26.88 30.47 33.73 - - - -
5 11 7.27 4.87 27.82 15.63 35.40 31.94 19.08 29.40 53.17 36.18 20.16 41.60
6 12 58.85 57.58 9.66 58.83 78.99 58.55 17.14 75.35 119.84 67.85 43.08 115.20
7 12 4.18 1.61 2.91 11.71 5.31 10.87 16.27 20.91 9.66 8.87 13.10 18.96
8 11 14.17 4.1 19.54 9.32 12.85 29.87 17.03 18.98 21.43 27.34 16.34 18.90
9 12 33.44 26.57 34.04 23.5 24.01 24.24 26.48 16.86 27.41 22.15 24.22 27.65
10 12 47.61 23.15 15.27 47.09 87.97 37.73 43.26 89.88 100.08 34.25 51.56 102.11
11 10 35.68 15.86 35.33 37.1 24.27 25.12 29.73 24.96 22.19 42.25 24.36 26.63
12 11 38.43 0.44 1.31 55.88 60.05 21.75 18.38 87.91 52.03 44.73 18.80 79.58
13 11 20.01 14.03 16.34 19.47 51.45 47.91 28.49 59.71 89.57 93.55 64.42 104.12
14 9 103.69 50.45 59.28 108.9 172.13 99.04 125.09 183.10 248.59 155.79 199.03 260.64
15 4 35.56 106.99 152.52 86.66 92.46 155.27 271.78 106.10 - - - -
16 1 251.53 337.24 535.3 145.88 - - - - - - - -
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Table 3: Relative prediction error (in percent) for 1, 2 and 3 steps ahead of metric Con-
nected Components Count of database Enron. Notation: number in title is number of
steps ahead. Shortcuts: TS (time slice), RV (real value), SVM (Suport Vector Machine),
MLP (Multilayer Perceptron), GP (Gaussian process) and LR (Linear Regression)

TS RV SVM 1 MLP 1 GP 1 LR 1 SVM 2 MLP 2 GP 2 LR 2 SVM 3 MLP 3 GP 3 LR 3
3 74357 0.76 1.15 0.85 1.13 - - - - - - - -
4 72603 2.06 2.67 2.22 2.07 4.53 5.35 4.89 4.85 - - - -
5 69524 3.92 5.95 4.23 5.59 3.65 7.47 4.08 6.43 4.24 10.12 4.98 8.06
6 67711 5.85 4.74 2.72 5.33 11.09 7.81 7.25 10.43 17.44 14.34 12.18 16.78
7 64368 4.06 11.42 1.53 4.07 13.57 19.11 4.80 13.63 15.53 18.26 5.60 15.54
8 57026 7.83 14.81 7.65 24.99 7.37 11.09 8.03 20.55 7.28 16.45 7.73 26.07
9 61567 22.09 6.34 15.06 25.15 30.85 17.20 18.90 32.42 53.36 15.57 37.99 50.07
10 52151 26.52 23.96 16.70 28.06 32.12 17.74 12.08 34.30 61.88 20.56 18.16 66.14
11 58537 27.58 1.89 22.95 30.08 38.78 7.97 32.58 46.43 73.06 9.73 57.52 88.40
12 51324 21.37 27.27 11.88 26.32 22.38 16.89 7.71 27.50 33.48 14.83 5.77 38.17
13 65108 15.29 7.73 18.24 18.19 30.74 6.45 33.39 39.43 44.19 6.66 44.50 56.38
14 74029 12.54 32.04 12.34 15.57 10.43 32.68 8.64 12.20 15.95 32.92 8.31 12.98
15 75420 28.17 15.76 13.24 27.79 47.93 17.63 22.14 47.74 - - - -
16 75540 10.50 2.41 2.56 28.31 - - - - - - - -

Table 4: Relative prediction error (in percent) for 1, 2 and 3 steps ahead of metric
Average Path Length of database Enron. Notation: number in title is number of steps
ahead. Shortcuts: TS (time slice), RV (real value), SVM (Suport Vector Machine), MLP
(Multilayer Perceptron), GP (Gaussian process) and LR (Linear Regression)

TS RV SVM 1 MLP 1 GP 1 LR 1 SVM 2 MLP 2 GP 2 LR 2 SVM 3 MLP 3 GP 3 LR 3
3 3.905 2.86 6.83 10.9 33.13 - - - - - - - -
4 4.474 7.14 0.1 15.35 2.54 7.02 35.55 19.45 3.11 - - - -
5 4.559 19.96 23.25 29.85 13.1 20.67 23 21.24 23.13 34.26 24.51 20.71 40.61
6 4.572 54.6 43.56 9.98 36.96 81.97 46.49 24.19 60.7 106.24 50.85 34.99 86.74
7 4.379 3.28 16.78 5.06 9.89 3.13 13.69 6.58 24.32 8.96 11.39 5.45 47.66
8 4.531 7.17 14.85 1.07 12.74 16.26 35.69 10.02 29.44 16.8 36.08 9.12 24.49
9 4.437 12 7.78 15.12 10.86 21.39 6.55 11.08 10.71 30.59 6.07 11.96 11.18
10 4.422 42.77 18.18 15.15 39.5 52.25 26.24 20.66 50.57 57.91 30.21 27.58 57.44
11 4.496 4.2 7.13 3.44 10.81 6.22 9.31 7.03 18.71 14.76 25.84 6.62 32.25
12 4.422 0.36 0.08 7.55 13.68 10.62 21.77 7.77 37.35 20.22 20.91 18.22 32.53
13 4.531 15.34 15.67 14.03 12.2 23.21 14.56 19.51 30.91 56.19 36.78 49.74 65.46
14 3.569 59.34 29.29 45.24 69.79 117.34 68.57 98.22 127.43 171.84 111.38 151.31 180.52
15 1.977 57.84 35.93 97.98 52.12 93.24 32.68 154.04 71.28 - - - -
16 1 37.28 48.23 137.51 153.58 - - - - - - - -
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Table 5: Relative prediction error (in percent) for 1, 2 and 3 steps ahead of metric
Density of database Enron. Notation: number in title is number of steps ahead. Short-
cuts: TS (time slice), RV (real value), SVM (Suport Vector Machine), MLP (Multilayer
Perceptron), GP (Gaussian process) and LR (Linear Regression)

TS RV SVM 1 MLP 1 GP 1 LR 1 SVM 2 MLP 2 GP 2 LR 2 SVM 3 MLP 3 GP 3 LR 3
3 4.00E-07 56.70 58.39 61.98 76.56 - - - - - - - -
4 9.02E-07 34.91 45.24 54.56 40.34 61.33 73.20 79.52 67.68 - - - -
5 2.28E-06 47.75 54.12 75.06 46.06 48.44 68.30 83.68 41.35 45.39 76.76 84.71 35.83
6 4.28E-06 36.21 19.74 39.61 20.80 100.96 37.50 41.41 63.67 208.65 52.25 54.82 126.85
7 6.39E-06 15.30 25.26 41.14 79.02 21.96 48.29 73.15 84.25 70.84 62.36 144.93 83.99
8 9.83E-06 14.79 53.34 59.52 20.72 14.00 49.75 103.47 17.52 46.96 59.82 237.95 55.75
9 8.09E-06 83.89 86.27 36.23 77.77 70.37 47.98 119.87 76.20 178.70 66.74 270.10 205.96
10 1.39E-05 108.57 93.78 104.87 112.25 225.90 110.76 209.11 235.88 513.35 119.00 445.96 534.85
11 8.89E-06 236.75 53.05 7.71 199.61 295.92 39.23 98.74 214.06 920.39 44.30 214.62 681.46
12 1.45E-05 193.12 118.63 130.71 206.06 414.49 130.16 301.34 439.77 1259.74 134.81 784.87 1290.00
13 5.40E-06 517.13 190.54 43.59 738.03 1222.23 360.03 152.20 1915.67 3450.26 489.80 576.12 5253.48
14 5.05E-07 2232.95 1699.92 1444.70 5957.09 7435.59 2484.79 6988.38 16959.04 24264.05 3621.83 19836.88 49426.22
15 4.36E-08 28033.22 22856.47 25111.54 17168.75 87887.27 35200.03 64978.39 35355.88 - - - -
16 3.50E-10 3753948.73 1083707.12 1077747.29 1095736.97 - - - - - - - -

Table 6: Relative prediction error (in percent) for 1, 2 and 3 steps ahead of metric Aver-
age Clustering Coefficient of database Enron. Notation: number in title is number of
steps ahead. Shortcuts: TS (time slice), RV (real value), SVM (Suport Vector Machine),
MLP (Multilayer Perceptron), GP (Gaussian process) and LR (Linear Regression). Last
row (for real value 0) presents predicted values.

TS RV SVM 1 MLP 1 GP 1 LR 1 SVM 2 MLP 2 GP 2 LR 2 SVM 3 MLP 3 GP 3 LR 3
3 5.09E-03 82.31 82.41 82.62 83.46 - - - - - - - -
4 5.34E-03 806.57 45.76 330.08 287.43 4553.60 28.22 881.01 662.52 - - - -
5 9.76E-03 232.85 112.13 322.28 137.07 222.16 108.90 298.97 136.89 217.11 83.10 494.22 89.81
6 1.40E-02 509.76 22.82 140.76 68.81 497.30 21.83 121.46 77.11 664.60 37.10 152.34 82.57
7 2.21E-02 179.07 107.12 510.23 7.48 187.56 106.02 523.35 8.47 295.03 106.31 752.75 8.25
8 3.15E-02 32.96 69.99 492.84 17.56 29.80 72.63 581.97 13.12 39.82 76.66 869.18 13.94
9 3.45E-02 158.70 49.43 587.49 27.68 169.77 35.59 631.33 38.70 360.78 56.54 1141.30 111.77
10 4.38E-02 289.61 64.70 718.27 613.70 370.63 60.96 1007.10 853.16 614.17 64.44 1647.10 1357.21
11 2.57E-02 381.24 35.14 1202.81 93.09 348.02 53.93 1256.25 64.85 613.90 62.15 2340.49 94.44
12 3.57E-02 1910.05 156.09 1229.44 2112.61 2877.93 169.89 1870.78 3160.02 5344.26 179.39 3594.65 5832.14
13 1.60E-02 5951.63 339.53 162.87 5883.05 9683.50 476.45 236.36 10021.93 17431.70 606.68 351.56 17601.65
14 2.80E-03 29439.30 302.31 8827.23 64692.01 45515.57 509.68 15094.99 94628.77 83185.29 514.22 29062.00 154686.18
15 1.86E-04 284358.56 6634.57 16094.07 828268.46 383162.75 10034.51 22755.04 1204807.77 - - - -
16 0 1.95E-02 5.43E-03 7.66E-03 1.46E-02 - - - - - - - -
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Table 7: Relative prediction error (in percent) for 1, 2 and 3 steps ahead of metric
Average Path Length of database CitePh. Notation: number in title is number of
steps ahead. Shortcuts: TS (time slice), RV (real value), SVM (Suport Vector Machine),
MLP (Multilayer Perceptron), GP (Gaussian process) and LR (Linear Regression)

TS RV SVM 1 MLP 1 GP 1 LR 1 SVM 2 MLP 2 GP 2 LR 2 SVM 3 MLP 3 GP 3 LR 3
3 1.039 28.33 19.66 7.03 51.89 - - - - - - - -
4 1.062 12.75 7.70 1.30 20.71 9.56 6.15 13.54 62.09 - - - -
5 1.083 45.64 55.89 45.62 91.78 48.45 57.22 34.81 62.94 51.38 51.27 31.86 49.74
6 1.150 103.07 68.40 36.66 189.16 112.69 51.30 40.92 250.51 123.60 47.18 44.52 322.05
7 1.231 12.86 13.60 6.09 65.28 10.56 9.17 5.58 131.54 19.07 22.58 12.54 193.23
8 1.352 3.10 10.11 4.26 0.42 36.24 34.01 24.45 41.17 29.02 28.52 19.11 33.18
9 1.461 51.80 23.02 37.15 52.94 35.38 18.77 25.48 40.88 27.70 19.79 20.41 43.27
10 1.593 54.67 22.60 8.34 115.53 49.69 23.36 8.42 154.01 43.91 19.92 7.48 186.00
11 1.724 2.81 3.37 6.76 9.91 7.59 7.56 8.74 16.65 27.44 24.28 20.55 19.50
12 1.918 9.15 15.44 12.19 1.24 32.82 41.88 26.49 41.34 25.93 32.83 24.55 32.46
13 2.180 38.14 44.30 33.42 54.66 25.56 29.32 27.48 37.32 22.39 29.51 26.63 28.69
14 2.515 24.11 3.54 11.09 28.87 18.37 10.02 13.03 22.39 14.40 12.17 14.34 20.60
15 2.841 7.37 3.75 17.85 18.87 10.24 5.66 19.40 14.85 19.39 14.34 23.73 21.68
16 3.163 8.76 10.88 15.87 18.14 19.77 24.24 21.69 26.54 15.62 21.83 19.74 21.58
17 3.435 23.00 16.43 21.81 27.89 15.54 15.63 17.34 18.99 12.13 16.82 15.63 15.43
18 3.747 5.26 2.73 5.02 4.34 7.25 5.01 4.92 4.15 10.28 6.92 4.21 8.00
19 4.090 4.68 3.30 5.58 0.43 7.30 2.28 4.91 1.81 9.88 1.82 6.12 4.30
20 4.346 8.84 0.30 4.48 4.87 9.67 0.94 7.14 8.04 13.19 0.77 5.74 12.90
21 4.535 4.11 3.77 9.73 4.30 10.21 6.00 6.94 3.29 13.73 5.71 5.56 4.16
22 4.745 12.17 6.68 0.03 2.47 14.74 5.38 1.90 4.68 17.59 4.92 3.27 4.43
23 4.911 12.90 2.74 0.19 0.37 15.19 3.58 1.09 2.87 17.07 5.15 1.95 5.78
24 5.037 10.72 0.91 0.73 7.08 11.39 1.53 4.45 8.37 12.56 1.31 3.87 6.89
25 5.129 5.33 4.30 7.77 4.35 5.29 5.04 6.28 4.22 5.54 4.19 5.80 9.95
26 5.256 0.70 0.82 1.62 15.39 1.27 0.63 1.51 28.80 1.79 0.93 1.26 30.32
27 5.372 2.35 1.17 1.69 49.49 3.07 1.73 1.36 49.81 4.82 2.17 3.08 50.13
28 5.440 0.26 3.43 1.03 48.31 1.89 2.53 3.84 48.64 2.00 2.64 3.12 48.92
29 5.508 2.52 2.31 5.83 47.24 2.25 1.63 4.15 47.52 2.79 4.40 3.51 47.77
30 5.565 0.46 2.15 1.11 46.18 0.61 2.62 2.91 46.42 0.75 2.80 4.95 46.62
31 5.615 0.75 3.38 2.59 11.09 0.95 2.42 4.48 14.12 0.86 2.47 4.68 18.14
32 5.653 0.34 3.45 3.76 20.15 0.26 4.13 3.17 25.39 0.66 4.46 6.31 30.86
33 5.683 0.39 0.93 0.25 23.80 0.89 1.09 4.78 28.72 1.48 0.98 8.07 34.39
34 5.714 0.87 2.85 6.04 26.37 1.34 2.55 9.03 31.66 1.70 2.37 12.13 37.67
35 5.748 0.91 2.95 7.73 41.11 1.18 2.80 10.45 41.28 1.69 2.81 11.66 41.37
36 5.781 0.76 0.06 8.40 40.28 1.31 0.18 8.59 40.33 1.82 0.24 12.19 40.41
37 5.791 0.86 2.08 4.19 39.26 1.28 1.47 9.06 39.36 1.78 1.23 13.17 39.42
38 5.809 0.70 0.90 9.52 0.90 1.18 1.04 13.10 0.81 1.42 0.90 16.62 0.75
39 5.817 1.22 1.67 11.01 1.08 1.39 1.50 14.07 1.58 1.62 2.07 15.58 2.34
40 5.842 0.69 0.67 11.11 3.85 1.02 0.70 11.57 4.39 1.43 0.58 15.38 5.10
41 5.847 0.65 0.76 6.39 14.25 1.19 0.54 11.45 22.26 - - - -
42 5.847 0.83 0.59 11.45 1.96 - - - - - - - -
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Table 8: Relative prediction error (in percent) for 1, 2 and 3 steps ahead of metric Di-
ameter of database CitePh. Notation: number in title is number of steps ahead. Short-
cuts: TS (time slice), RV (real value), SVM (Suport Vector Machine), MLP (Multilayer
Perceptron), GP (Gaussian process) and LR (Linear Regression)

TS RV SVM 1 MLP 1 GP 1 LR 1 SVM 2 MLP 2 GP 2 LR 2 SVM 3 MLP 3 GP 3 LR 3
3 2 33.32 37.82 44.39 75.00 - - - - - - - -
4 2 18.19 14.86 7.67 50.00 27.53 55.39 13.88 79.06 - - - -
5 2 40.19 50.01 55.52 82.59 37.24 36.86 55.21 67.35 27.78 29.59 44.39 55.96
6 4 1.51 19.10 41.64 5.11 30.36 17.91 31.61 22.93 32.29 25.44 28.64 21.80
7 4 50.39 28.34 3.97 47.15 49.49 19.37 14.71 42.95 63.98 18.33 14.31 52.72
8 5 37.24 34.44 42.27 44.90 38.37 35.90 46.87 49.42 36.74 39.93 45.14 47.51
9 5 24.49 34.35 30.27 26.61 23.00 27.08 29.80 24.89 29.75 28.72 27.90 31.42
10 6 11.14 1.08 25.79 17.61 8.07 4.66 24.55 12.72 10.62 4.83 26.02 9.91
11 6 18.20 3.55 25.02 28.37 23.92 3.59 30.09 37.91 18.98 29.67 48.92 29.39
12 7 8.55 5.65 30.66 3.21 36.76 26.87 53.06 33.96 36.41 27.24 58.27 31.53
13 9 30.69 40.58 51.31 36.74 27.08 39.43 53.10 31.35 30.68 43.60 58.71 35.49
14 10 31.97 17.68 26.31 30.40 29.34 11.33 32.74 24.27 41.73 9.45 31.52 33.58
15 12 23.96 27.35 42.52 25.20 16.97 20.78 40.88 17.97 13.57 17.99 44.27 14.30
16 12 32.14 19.53 8.44 30.20 30.27 14.79 16.88 28.58 29.86 11.71 22.20 28.34
17 13 9.83 4.85 20.92 16.25 17.58 9.62 27.26 37.48 14.66 7.88 27.70 32.27
18 14 10.17 5.02 22.56 22.78 11.43 7.28 19.64 25.88 10.43 11.71 25.11 30.61
19 14 18.54 2.58 2.51 52.05 12.31 10.82 10.92 37.54 12.89 19.74 12.45 50.10
20 16 6.16 8.61 16.43 57.89 5.24 8.33 17.64 57.89 5.94 8.38 17.33 58.80
21 16 10.68 1.69 10.90 55.00 10.76 4.08 9.72 56.42 11.39 17.03 9.37 57.78
22 17 4.91 4.18 4.98 55.18 6.68 11.73 4.97 56.51 12.23 9.54 4.26 56.92
23 18 3.32 6.73 4.72 55.30 10.77 5.07 3.91 55.30 8.80 9.92 9.01 56.16
24 18 10.76 10.49 1.91 52.90 7.41 7.35 10.25 54.22 7.02 5.94 10.00 54.62
25 19 2.63 19.12 14.37 53.29 3.97 22.33 12.32 53.29 3.32 21.55 11.43 53.29
26 19 8.01 0.14 2.12 51.16 6.75 2.19 1.54 51.16 9.14 2.17 3.84 51.16
27 19 1.77 11.92 0.37 49.19 4.51 9.28 4.04 49.19 3.91 8.80 3.24 50.11
28 19 1.46 15.84 4.09 47.37 1.35 11.05 3.12 48.77 2.14 10.40 4.26 49.20
29 20 3.54 7.03 5.66 48.39 2.51 8.26 4.09 48.39 2.77 13.92 5.23 48.39
30 20 4.66 1.34 3.12 46.72 5.98 1.29 6.54 46.72 5.54 1.39 9.20 46.72
31 20 2.56 0.33 5.94 45.17 1.88 0.48 7.96 45.17 2.18 0.55 7.48 46.11
32 20 1.20 6.21 5.48 43.71 2.42 35.16 3.98 45.14 4.11 36.40 3.93 46.52
33 21 2.70 3.03 1.91 45.09 4.39 5.05 1.32 46.41 4.12 6.42 3.34 46.82
34 22 5.03 4.37 0.01 46.28 4.50 3.68 3.68 46.28 4.50 3.83 7.31 46.28
35 22 0.56 5.04 4.42 44.92 1.92 6.34 7.98 44.92 1.58 5.37 10.05 44.92
36 22 2.04 1.88 7.35 43.64 1.57 4.99 8.56 43.64 1.28 5.53 10.74 44.52
37 22 1.87 7.06 5.12 42.42 1.44 5.01 7.50 43.75 3.20 6.94 7.28 45.96
38 23 0.03 6.54 6.03 43.83 4.02 4.97 4.93 46.32 4.33 5.96 6.97 47.03
39 25 5.46 1.62 0.43 47.26 5.10 1.15 4.30 47.26 4.68 3.83 6.12 47.26
40 25 3.62 3.80 5.18 46.05 3.76 7.40 6.41 46.05 3.07 6.59 10.65 46.05
41 25 2.58 5.22 4.23 2.10 1.84 4.70 9.27 2.17 - - - -
42 25 3.49 1.18 9.89 2.07 - - - - - - - -
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Table 9: Relative prediction error (in percent) for 1, 2 and 3 steps ahead of metric Aver-
age Clustering Coefficient of database CitePh. Notation: number in title is number of
steps ahead. Shortcuts: TS (time slice), RV (real value), SVM (Suport Vector Machine),
MLP (Multilayer Perceptron), GP (Gaussian process) and LR (Linear Regression)

TS RV SVM 1 MLP 1 GP 1 LR 1 SVM 2 MLP 2 GP 2 LR 2 SVM 3 MLP 3 GP 3 LR 3
4 0.0031 80.73 80.42 83.99 83.85 91.28 91.02 94.19 96.96 - - - -
5 0.0105 43.15 58.11 64.39 69.85 39.47 72.91 71.33 77.29 26.51 78.32 70.09 76.75
6 0.0188 75.11 33.62 12.09 71.44 258.10 44.79 98.43 242.33 689.33 53.53 222.78 633.12
7 0.0239 31.98 21.24 4.71 261.00 48.09 41.12 14.59 228.45 76.80 57.43 30.44 1405.80
8 0.0304 45.29 51.85 69.73 73.25 140.79 60.24 181.41 76.08 254.35 66.18 306.45 79.45
9 0.0368 1.29 1.79 87.11 3.48 2.04 10.51 190.95 10.48 17.49 8.91 313.02 9.96
10 0.0471 11.65 28.41 66.91 1.07 8.57 28.52 139.47 37.88 17.87 31.89 225.93 79.77
11 0.0499 25.01 46.74 59.28 20.94 43.01 51.43 147.00 32.10 62.44 54.67 250.05 45.13
12 0.0561 38.44 43.24 87.86 41.30 96.83 47.56 214.32 110.31 158.97 51.06 354.16 185.13
13 0.0622 16.55 24.06 87.93 22.64 35.57 34.69 188.65 40.52 53.59 41.70 306.95 53.02
14 0.0696 4.36 80.34 61.25 13.07 41.30 91.81 132.74 82.40 89.84 95.27 214.51 168.76
15 0.0742 3.61 12.49 71.23 1.47 30.93 14.75 167.69 74.53 66.64 17.12 284.06 170.79
16 0.0787 6.50 18.84 76.97 12.56 21.88 38.47 187.56 42.70 34.74 46.16 315.01 71.87
17 0.0829 8.14 80.19 52.06 5.89 11.01 133.21 76.00 7.09 15.09 154.49 99.89 9.96
18 0.0862 4.67 3.51 17.77 6.62 4.09 6.54 22.92 7.63 5.79 8.54 26.92 11.70
19 0.0909 2.28 5.77 15.57 8.07 1.59 12.94 17.85 9.82 1.28 18.85 21.85 11.83
20 0.0936 3.08 2.29 11.23 5.77 3.55 2.59 15.59 8.56 6.50 2.82 16.95 7.86
21 0.0966 0.58 6.22 13.95 52.61 2.51 9.83 13.99 53.22 4.45 15.33 13.76 53.71
22 0.0991 4.20 5.64 6.62 51.34 6.22 5.86 5.96 51.79 7.92 5.42 5.33 52.39
23 0.1009 4.92 3.58 3.18 49.93 5.78 3.24 2.75 50.61 7.59 3.45 2.69 50.94
24 0.1036 1.90 1.42 2.56 49.13 2.50 3.09 3.35 49.31 4.63 2.61 2.83 49.56
25 0.1043 0.62 14.54 4.58 47.45 2.75 27.81 3.22 47.75 3.33 23.08 3.33 48.18
26 0.1055 3.38 3.20 1.14 46.17 3.62 2.37 3.08 46.67 4.65 2.36 6.49 46.90
27 0.1075 2.34 0.14 1.89 45.41 3.65 4.28 5.22 45.51 4.50 4.75 6.68 45.68
28 0.1079 1.26 1.30 4.48 43.95 1.89 1.39 4.83 44.14 2.94 2.37 8.56 44.34
29 0.1087 0.65 8.22 0.95 42.77 1.55 6.59 5.68 42.98 2.18 6.27 9.32 43.24
30 0.1094 1.71 0.52 6.09 41.72 2.23 1.35 9.17 42.01 2.53 1.37 13.00 42.26
31 0.1105 1.47 3.95 6.75 40.92 1.64 3.62 10.23 41.14 2.09 2.98 12.33 41.32
32 0.1114 0.48 1.26 7.86 40.06 0.85 0.95 8.84 40.21 1.65 1.30 13.06 40.31
33 0.1119 0.39 2.87 4.10 39.11 1.10 2.04 9.20 39.19 1.97 1.70 13.84 39.30
34 0.1122 1.15 1.61 9.03 38.09 1.83 1.36 13.08 38.21 2.27 1.45 17.59 38.29
35 0.1127 1.76 1.34 10.15 37.22 2.21 1.62 14.23 37.28 2.77 1.60 16.85 37.35
36 0.1129 1.47 2.58 10.86 36.28 2.04 2.28 12.34 36.36 2.69 2.46 16.69 36.42
37 0.1132 1.11 1.69 6.67 35.44 1.75 1.47 11.81 35.48 2.79 1.39 16.75 35.47
38 0.1133 1.01 0.07 10.79 34.56 1.93 0.19 15.23 34.53 2.15 0.20 19.62 34.67
39 0.1132 1.76 1.95 11.88 33.58 1.77 1.88 15.75 33.81 2.01 1.90 18.32 33.89
40 0.1140 0.66 0.16 11.57 33.18 1.15 0.89 13.14 33.18 1.72 1.66 17.34 33.18
41 0.1140 0.70 0.01 7.37 0.55 1.06 0.24 12.37 0.86 - - - -
42 0.1140 1.04 0.14 11.12 31.55 - - - - - - - -
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Table 10: Relative prediction error (in percent) for 1, 2 and 3 steps ahead of met-
ric Connected Components Count of database CitePh. Notation: number in title
is number of steps ahead. Shortcuts: TS (time slice), RV (real value), SVM (Suport
Vector Machine), MLP (Multilayer Perceptron), GP (Gaussian process) and LR (Linear
Regression)

TS RV SVM 1 MLP 1 GP 1 LR 1 SVM 2 MLP 2 GP 2 LR 2 SVM 3 MLP 3 GP 3 LR 3
3 419 41.43 85.34 50.05 73.87 - - - - - - - -
4 718 27.99 62.09 45.13 2.29 30.81 68.40 55.17 12.33 - - - -
5 908 24.45 37.86 57.96 51.58 15.41 44.92 56.43 42.65 20.76 50.15 48.97 33.49
6 1119 48.31 4.50 26.24 23.13 86.86 13.52 24.51 36.33 135.78 18.56 20.01 52.96
7 1292 12.62 21.89 36.64 4.85 27.18 25.50 51.45 8.76 46.80 30.11 71.38 17.29
8 1406 2.38 43.39 36.72 10.11 8.80 46.80 66.85 23.50 7.12 49.25 84.01 25.19
9 1544 9.95 77.32 57.53 10.16 8.12 78.06 72.93 8.52 15.11 78.93 85.39 15.98
10 1644 31.04 13.81 29.37 18.19 50.59 10.13 36.18 30.92 66.01 8.24 40.93 40.62
11 1778 13.30 38.75 38.58 20.75 29.94 41.66 58.83 44.02 44.17 43.56 79.02 65.36
12 1943 7.37 70.42 38.54 5.02 9.09 71.12 61.79 7.42 7.25 71.87 76.91 6.05
13 2038 2.71 0.91 44.46 3.14 16.30 2.99 57.12 11.64 27.33 5.19 67.13 21.85
14 2143 16.58 21.40 28.56 13.83 25.39 22.75 36.73 21.21 32.11 25.59 43.28 27.44
15 2227 8.49 10.64 32.78 13.33 18.65 24.38 49.81 26.17 29.07 34.96 68.51 40.79
16 2335 8.17 14.59 22.08 10.21 15.01 28.23 34.03 20.56 16.22 32.11 40.01 24.24
17 2451 8.09 20.66 24.72 10.28 7.05 18.69 26.63 9.21 5.97 18.58 27.63 7.96
18 2575 3.12 1.33 12.38 4.12 4.17 1.08 12.41 7.40 5.21 0.91 11.84 10.03
19 2722 1.17 1.79 7.57 1.58 1.64 2.06 7.22 2.37 2.31 2.01 8.76 2.21
20 2874 0.52 7.54 5.28 0.24 1.24 8.99 8.51 0.50 1.77 9.75 8.36 0.61
21 2984 1.18 5.69 10.52 1.62 1.34 4.00 9.67 1.36 1.57 3.39 8.53 1.47
22 3138 1.15 1.50 5.25 2.40 1.49 1.11 4.26 2.94 1.75 0.88 3.43 3.20
23 3286 0.36 0.59 2.44 46.78 0.59 1.03 1.81 48.11 0.92 5.11 3.69 49.66
24 3449 0.44 2.53 1.57 47.35 1.18 8.14 5.27 48.97 1.32 8.89 5.01 50.35
25 3658 1.48 6.85 8.19 48.50 1.42 6.52 7.21 49.75 1.71 6.79 6.28 51.11
26 3834 1.29 2.26 3.71 49.01 1.89 5.57 3.05 50.39 2.75 6.38 2.59 51.90
27 4039 0.68 1.18 2.03 49.81 1.58 4.28 1.88 51.34 2.01 3.86 3.10 52.63
28 4282 1.32 4.77 2.16 50.92 1.58 4.29 4.23 52.08 1.81 4.72 4.12 53.28
29 4482 1.61 13.25 5.89 51.37 1.87 12.49 5.29 52.58 2.00 13.77 4.61 53.74
30 4702 1.32 0.98 3.23 51.96 1.46 2.43 2.65 53.09 1.42 2.02 2.15 54.24
31 4921 0.66 1.16 1.67 52.44 0.52 1.07 1.27 53.59 0.42 1.30 1.88 54.62
32 5157 0.27 0.44 1.05 53.00 0.24 1.08 2.55 53.96 0.30 0.92 2.38 55.02
33 5366 0.07 1.76 4.02 53.24 0.12 2.61 3.50 54.33 0.23 3.17 2.94 55.38
34 5613 0.19 0.68 2.17 53.76 0.27 1.95 1.68 54.78 0.29 2.48 1.36 55.89
35 5860 0.40 3.85 1.02 54.19 0.35 5.41 0.82 55.32 0.46 5.77 1.40 56.25
36 6147 0.20 4.19 0.98 0.14 0.34 4.45 2.13 0.90 0.59 4.50 1.89 0.95
37 6371 0.52 2.92 3.27 54.97 0.75 2.66 2.70 55.90 1.10 3.25 2.17 56.75
38 6632 0.58 3.07 1.48 55.32 1.13 3.15 1.03 56.12 2.18 3.60 1.80 56.78
39 6870 1.31 3.20 0.08 0.92 2.43 2.84 1.69 2.17 3.45 2.82 2.02 3.27
40 7048 2.84 0.24 1.69 3.07 3.87 0.47 1.64 4.07 6.15 2.87 4.30 6.43
41 7202 4.22 0.58 0.15 3.91 6.92 1.97 3.80 6.46 - - - -
42 7202 8.11 6.54 4.65 6.94 - - - - - - - -
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Table 11: Relative prediction error (in percent) for 1, 2 and 3 steps ahead of metric
Density of database CitePh. Notation: number in title is number of steps ahead. Short-
cuts: TS (time slice), RV (real value), SVM (Suport Vector Machine), MLP (Multilayer
Perceptron), GP (Gaussian process) and LR (Linear Regression)

TS RV SVM 1 MLP 1 GP 1 LR 1 SVM 2 MLP 2 GP 2 LR 2 SVM 3 MLP 3 GP 3 LR 3
3 2.261E-04 8.35 13.23 23.57 65.64 - - - - - - - -
4 2.092E-04 21.59 10.62 1.39 23.57 13.48 23.67 23.60 27.42 - - - -
5 2.631E-04 54.67 65.54 58.96 100.00 36.25 43.34 41.55 75.27 33.11 33.37 31.94 61.86
6 2.985E-04 74.60 38.78 5.99 16.37 94.17 31.04 17.33 22.25 112.28 29.14 22.40 41.34
7 3.312E-04 8.41 21.24 8.05 24.61 8.90 20.22 6.94 51.17 7.49 17.05 8.88 72.67
8 3.544E-04 6.16 7.15 15.63 19.52 20.20 12.63 21.23 28.00 17.61 11.96 17.15 22.75
9 3.535E-04 29.66 2.41 30.01 24.79 21.69 8.06 21.35 22.24 27.17 17.04 18.98 34.10
10 3.686E-04 48.11 35.19 2.01 54.78 65.86 53.56 17.02 64.13 76.90 57.25 24.17 81.33
11 3.585E-04 14.98 19.34 4.66 12.78 17.26 20.33 8.11 27.13 14.04 16.58 7.01 25.40
12 3.499E-04 4.97 14.66 1.73 2.47 19.57 33.23 14.03 26.23 16.06 27.31 11.48 21.32
13 3.585E-04 24.86 30.61 22.42 44.88 17.86 22.12 16.34 32.62 19.63 28.49 13.69 26.86
14 3.589E-04 32.61 4.72 10.04 78.40 43.38 3.58 17.67 104.02 47.80 5.01 22.22 132.47
15 3.602E-04 8.72 16.06 5.15 0.43 9.40 15.49 6.66 2.96 8.19 13.69 6.15 22.32
16 3.613E-04 0.14 2.82 3.09 19.80 12.06 26.68 8.65 20.46 10.95 22.32 8.24 20.22
17 3.671E-04 19.31 16.01 16.45 39.64 14.10 11.75 11.77 28.29 16.44 10.49 12.69 25.26
18 3.609E-04 14.95 4.34 10.30 7.96 20.33 5.05 17.84 8.60 22.50 6.22 21.14 9.85
19 3.528E-04 10.26 9.41 15.56 3.48 11.28 8.78 16.97 3.13 10.56 9.22 15.17 3.78
20 3.513E-04 5.22 0.50 8.71 13.28 4.14 1.78 6.18 13.19 6.40 1.57 10.72 12.78
21 3.505E-04 1.93 1.47 5.59 12.43 2.07 1.14 8.33 11.85 3.68 1.47 14.11 11.33
22 3.458E-04 4.05 2.26 11.72 10.63 6.31 2.73 17.53 10.11 7.49 3.73 21.06 9.38
23 3.417E-04 1.16 0.05 15.40 1.38 2.42 1.28 18.16 3.72 3.92 2.10 17.20 6.75
24 3.345E-04 2.94 0.16 12.88 7.45 4.68 2.48 10.52 11.62 6.28 2.42 15.85 14.86
25 3.278E-04 3.79 1.23 0.57 4.52 5.40 2.18 12.14 3.49 7.17 2.90 19.21 2.99
26 3.190E-04 3.96 2.40 16.11 1.69 6.35 4.51 22.42 1.61 7.56 4.71 25.78 2.55
27 3.089E-04 5.07 1.75 19.83 1.58 6.33 1.97 22.53 2.98 7.44 2.10 21.32 4.08
28 3.019E-04 3.24 2.15 16.17 3.88 4.75 1.66 13.80 4.86 4.90 2.19 17.79 5.66
29 2.967E-04 2.84 2.59 3.39 5.56 2.59 4.45 12.90 6.26 2.54 5.54 19.04 7.27
30 2.930E-04 0.19 3.87 15.86 6.70 0.14 6.30 21.28 7.82 0.16 8.11 24.13 8.85
31 2.872E-04 0.26 5.41 18.56 8.61 0.27 7.20 21.10 9.57 1.10 8.56 19.85 10.42
32 2.824E-04 0.02 5.75 15.55 4.74 1.09 7.26 13.34 6.62 1.15 7.35 17.09 8.41
33 2.785E-04 1.54 6.19 3.96 4.94 1.39 4.86 12.89 7.29 1.19 4.15 18.41 9.45
34 2.736E-04 0.38 2.42 15.81 5.76 0.28 2.06 20.61 8.48 0.24 1.71 23.47 11.07
35 2.678E-04 0.42 0.70 17.99 6.67 0.33 1.66 20.89 9.93 0.31 1.39 19.59 12.19
36 2.607E-04 0.32 1.63 16.33 7.87 0.59 1.78 14.01 10.56 0.50 1.85 17.04 12.91
37 2.571E-04 0.64 0.79 4.66 7.32 0.48 0.68 12.70 10.49 1.17 0.56 17.30 13.01
38 2.529E-04 0.71 2.07 15.29 7.85 1.49 2.02 19.20 11.00 2.17 2.60 20.96 13.58
39 2.493E-04 1.61 2.60 16.48 7.94 2.15 2.69 18.32 11.25 2.32 2.21 16.52 13.64
40 2.458E-04 1.43 1.44 13.82 8.17 1.39 1.04 11.25 11.13 1.94 2.22 12.80 13.16
41 2.440E-04 0.42 4.65 2.70 7.63 1.70 3.76 8.81 10.22 - - - -
42 2.440E-04 1.81 5.10 10.94 6.79 - - - - - - - -
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Table 12: Relative prediction error (in percent) for 1, 2 and 3 steps ahead of metric
Average Path Length of database Autonomous. Notation: number in title is number
of steps ahead. Shortcuts: TS (time slice), RV (real value), SVM (Suport Vector Machine),
MLP (Multilayer Perceptron), GP (Gaussian process) and LR (Linear Regression)

TS RV SVM 1 MLP 1 GP 1 LR 1 SVM 2 MLP 2 GP 2 LR 2 SVM 3 MLP 3 GP 3 LR 3
3 3.7624 0.39 0.16 0.18 0.02 - - - - - - - -
4 3.7618 0.07 0.09 0.03 0.03 0.15 0.15 0.11 0.11 - - - -
5 3.7574 0.10 0.13 0.11 0.14 0.56 0.60 0.57 0.61 0.48 0.50 0.49 0.51
6 3.7310 0.66 0.71 0.66 0.82 0.57 0.56 0.58 0.60 0.64 0.55 0.68 0.55
7 3.7697 1.86 1.22 1.98 0.35 3.04 1.26 3.53 0.47 4.35 1.28 5.97 0.39
8 3.7778 0.03 0.17 0.20 0.26 1.08 0.19 0.47 1.49 1.77 0.77 0.98 2.45
9 3.7621 1.73 1.24 1.04 0.48 3.04 1.49 1.89 3.64 3.51 1.54 1.91 3.05
10 3.7614 0.98 0.67 0.31 1.55 4.24 1.03 1.60 3.60 3.49 0.84 1.32 2.96
11 3.7562 0.92 0.41 0.37 4.25 0.65 0.54 0.39 3.25 1.35 0.90 0.74 3.80
12 3.7676 0.70 1.12 0.59 0.73 0.89 0.84 0.52 1.57 0.73 0.68 0.44 2.44
13 3.7695 0.45 1.01 0.17 2.23 0.33 1.13 0.12 1.59 0.27 0.93 0.11 2.37
14 3.7733 0.02 0.60 0.00 3.78 0.22 0.42 0.12 2.89 0.77 0.96 0.42 2.36
15 3.7763 0.11 0.14 0.02 2.41 0.63 0.91 0.30 1.77 0.52 0.75 0.25 1.82
16 3.7731 0.04 0.31 0.09 0.90 0.41 1.07 0.12 1.78 0.42 0.88 0.11 1.84
17 3.7800 0.03 0.08 0.11 1.62 0.43 0.23 0.13 1.29 0.48 0.48 0.18 1.74
18 3.7770 0.05 0.41 0.16 0.56 0.35 0.44 0.20 0.40 0.49 0.47 0.24 0.32
19 3.7714 0.36 0.36 0.20 0.15 0.47 0.47 0.28 0.14 0.40 0.39 0.28 0.48
20 3.7707 0.20 0.36 0.21 0.28 0.26 0.26 0.31 0.24 0.30 0.22 0.37 0.27
21 3.7959 0.39 0.50 0.48 0.52 0.40 0.51 0.51 0.52 0.55 0.60 0.62 0.64
22 3.8008 0.25 0.12 0.36 0.09 0.54 0.41 0.54 0.58 0.54 0.44 0.52 0.63
23 3.8103 0.58 0.38 0.56 0.93 0.57 0.38 0.51 1.35 0.66 0.52 0.59 1.11
24 3.8048 0.12 0.10 0.01 0.46 0.48 0.40 0.27 0.67 0.60 0.57 0.54 0.81
25 3.8187 0.54 0.43 0.36 0.57 0.72 0.66 0.67 0.70 0.82 0.70 0.71 0.67
26 3.7759 1.00 1.14 1.02 8.59 1.03 1.06 0.96 8.27 1.34 1.20 1.13 20.01
27 3.7826 0.64 0.24 0.54 1.23 1.21 0.64 0.86 1.58 1.58 1.39 1.24 2.82
28 3.7673 0.97 1.02 0.89 0.19 1.44 2.01 1.31 0.53 1.67 2.12 1.42 0.56
29 3.7472 1.31 1.17 1.22 0.73 1.45 0.92 1.25 0.66 1.65 1.22 1.35 0.64
30 3.7521 0.33 1.17 0.61 0.57 0.48 0.96 0.74 0.57 0.51 0.78 0.70 0.48
31 3.7518 0.12 1.07 0.43 0.56 0.10 0.77 0.33 0.41 0.39 0.72 0.42 0.44
32 3.7671 0.20 0.66 0.17 0.13 0.36 0.54 0.17 0.34 0.63 0.44 0.27 0.45
33 3.7543 0.71 0.03 0.31 0.47 1.08 0.39 0.46 0.54 1.37 0.37 0.50 0.53
34 3.7489 0.66 0.50 0.37 0.60 0.72 0.51 0.34 0.55 0.66 0.50 0.28 0.47
35 3.7530 0.10 0.36 0.05 0.47 0.47 0.33 0.14 0.38 0.56 0.28 0.12 0.36
36 3.7608 0.50 0.39 0.22 0.25 0.47 0.37 0.18 0.27 0.39 0.33 0.27 0.45
37 3.7591 0.23 0.75 0.01 0.29 0.73 0.93 0.38 0.51 0.79 0.79 0.34 0.45
38 3.7448 0.65 1.58 0.52 0.66 0.54 1.58 0.40 0.51 0.56 1.91 0.39 0.45
39 3.7586 0.16 0.36 0.12 0.20 0.12 0.27 0.09 0.16 0.10 0.22 0.09 0.14
40 3.7591 0.13 0.18 0.03 0.06 0.23 0.46 0.12 0.15 0.19 0.68 0.10 0.13
41 3.7556 0.11 0.01 0.15 0.16 0.14 0.45 0.11 0.12 0.20 0.42 0.10 0.11
42 3.7616 0.23 0.62 0.13 0.07 0.30 0.58 0.15 0.05 0.36 0.51 0.17 0.05
43 3.7617 0.18 0.02 0.10 0.04 0.21 0.04 0.11 0.07 0.17 0.27 0.16 0.28
44 3.7615 0.02 0.34 0.07 0.05 0.22 0.46 0.20 0.32 0.30 0.76 0.27 0.44
45 3.7475 0.34 0.37 0.31 0.42 0.39 0.43 0.37 0.50 0.32 0.37 0.30 0.44
46 3.7427 0.30 0.62 0.27 0.27 0.23 0.51 0.21 0.19 0.23 0.46 0.20 0.17
47 3.7553 0.54 0.21 0.25 0.18 0.68 0.26 0.28 0.13 0.76 0.37 0.28 0.11
48 3.7545 0.22 0.59 0.19 0.10 0.20 0.67 0.18 0.15 0.24 0.57 0.22 0.14
49 3.7533 0.04 0.13 0.10 0.11 0.05 0.36 0.16 0.10 0.05 0.31 0.19 0.11
50 3.7567 0.10 0.41 0.16 0.01 0.10 0.44 0.18 0.04 0.08 0.41 0.17 0.11
51 3.7565 0.01 0.17 0.12 0.06 0.04 0.13 0.11 0.14 0.07 0.21 0.09 0.22
52 3.7538 0.06 0.35 0.04 0.13 0.09 0.42 0.03 0.23 0.07 0.38 0.10 0.26
53 3.7494 0.06 0.61 0.01 0.01 0.06 0.47 0.11 0.06 0.41 0.56 0.45 0.39
54 3.7501 0.13 2.31 0.16 0.09 0.54 2.12 0.55 0.48 0.57 1.73 0.58 0.50
55 3.7702 0.60 0.61 0.61 0.61 0.53 0.48 0.54 0.56 0.52 0.40 0.55 0.59
56 3.7636 0.23 0.10 0.02 0.14 0.31 0.13 0.06 0.10 0.35 0.11 0.07 0.08
57 3.7675 0.09 0.61 0.08 0.10 0.09 0.44 0.08 0.10 0.19 0.36 0.16 0.16
58 3.7680 0.02 0.24 0.03 0.03 0.17 0.26 0.15 0.14 0.14 0.22 0.13 0.12
59 3.7737 0.21 0.46 0.20 0.17 0.15 0.38 0.14 0.14 0.31 0.55 0.25 0.20
60 3.7631 0.07 0.20 0.14 0.22 0.30 0.15 0.23 0.20 0.45 0.15 0.35 0.29
61 3.7768 0.46 0.62 0.36 0.35 0.60 0.50 0.48 0.45 0.63 0.41 0.49 0.44
62 3.7842 0.56 0.23 0.41 0.31 0.54 0.72 0.38 0.29 0.66 0.82 0.47 0.40
63 3.7804 0.24 0.58 0.17 0.00 0.43 0.52 0.32 0.19 0.47 1.10 0.36 0.21
64 3.7891 0.31 0.63 0.35 0.28 0.28 0.48 0.36 0.27 0.35 0.39 0.33 0.33
65 3.7880 0.04 0.47 0.20 0.04 0.45 0.85 0.34 0.43 0.38 0.75 0.29 0.36
66 3.7625 0.67 0.69 0.52 0.63 0.49 0.89 0.37 0.46 0.48 0.82 0.31 0.44
67 3.7802 0.19 1.13 0.29 0.42 0.15 0.85 0.22 0.33 0.13 0.84 0.25 0.33
68 3.7716 0.26 0.11 0.01 0.10 0.20 0.37 0.12 0.11 0.18 0.31 0.16 0.13
69 3.7766 0.07 0.34 0.18 0.18 0.10 0.24 0.20 0.20 0.11 0.26 0.16 0.17
70 3.7765 0.06 0.03 0.14 0.10 0.16 0.89 0.10 0.07 0.14 0.84 0.11 0.13
71 3.7700 0.26 0.50 0.08 0.07 0.22 0.49 0.08 0.12 0.26 0.42 0.06 0.10
72 3.7757 0.05 0.06 0.11 0.20 0.14 0.51 0.08 0.15 0.12 0.54 0.22 0.26
73 3.7684 0.17 0.52 0.04 0.08 0.14 0.47 0.23 0.21 0.26 0.43 0.19 0.18
74 3.7805 0.23 0.48 0.34 0.32 0.24 0.35 0.25 0.23 0.29 0.40 0.24 0.23
75 3.7641 0.36 0.28 0.19 0.22 0.46 0.47 0.29 0.33 0.45 0.47 0.25 0.28
76 3.7563 0.33 0.87 0.28 0.31 0.28 0.79 0.21 0.22 0.25 0.73 0.18 0.18
77 3.7647 0.08 1.18 0.03 0.14 0.06 0.84 0.03 0.13 0.10 0.69 0.03 0.12
78 3.7634 0.04 0.44 0.02 0.06 0.04 0.33 0.01 0.05 0.13 0.27 0.12 0.10
79 3.7625 0.09 0.11 0.01 0.01 0.20 0.08 0.15 0.14 0.17 0.07 0.13 0.11
80 3.7540 0.22 0.26 0.21 0.20 0.16 0.21 0.15 0.14 0.24 0.27 0.20 0.16
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Table 13: Relative prediction error (in percent) for 1, 2 and 3 steps ahead of met-
ric Diameter of database Autonomous. Notation: number in title is number of steps
ahead. Shortcuts: TS (time slice), RV (real value), SVM (Suport Vector Machine), MLP
(Multilayer Perceptron), GP (Gaussian process) and LR (Linear Regression)

TS RV SVM 1 MLP 1 GP 1 LR 1 SVM 2 MLP 2 GP 2 LR 2 SVM 3 MLP 3 GP 3 LR 3
22 10 9.91 9.43 7.18 6.19 9.89 12.26 6.94 5.87 9.87 14.30 6.70 5.55
23 10 0.12 0.40 2.80 0.56 0.30 0.51 2.98 1.16 0.55 0.62 2.86 1.88
24 10 0.14 0.40 0.81 8.70 0.32 0.36 1.35 8.70 6.51 6.15 7.67 7.38
25 10 0.18 0.15 0.90 8.33 7.81 7.43 8.82 6.32 9.40 8.76 10.78 5.35
26 9 11.30 11.69 12.11 2.22 11.48 11.72 12.63 2.22 11.73 11.72 13.16 2.22
27 9 8.76 3.17 1.65 2.14 12.97 2.31 2.53 2.14 16.60 1.94 3.64 2.14
28 9 0.68 3.02 1.39 2.06 0.77 2.47 2.59 2.06 0.75 2.30 4.40 2.06
29 9 0.20 1.23 1.83 1.98 0.42 1.68 3.79 1.98 4.56 3.19 7.29 1.98
30 9 0.26 2.06 3.05 1.92 5.04 3.28 6.96 1.92 4.12 5.27 5.55 5.33
31 9 6.34 6.17 6.16 1.85 4.68 5.85 4.27 6.32 6.53 5.80 7.44 5.35
32 10 11.16 9.05 7.28 8.39 8.45 6.85 6.43 6.35 7.22 5.88 6.77 5.37
33 9 16.91 6.22 13.12 2.08 19.22 8.09 14.13 2.08 21.11 7.28 15.08 2.08
34 9 0.39 5.28 3.97 2.02 2.81 3.74 4.56 2.02 2.36 4.39 5.36 2.02
35 9 3.69 0.11 2.53 1.96 2.63 0.25 3.23 1.96 5.34 2.00 2.71 1.96
36 9 1.30 7.03 2.12 1.90 2.43 6.09 1.57 1.90 2.83 5.05 3.41 1.90
37 9 3.33 4.72 2.01 1.85 2.71 3.49 3.19 1.85 4.96 3.31 6.46 1.85
38 9 3.20 5.46 5.13 1.80 7.44 7.04 8.89 1.80 8.35 6.85 9.95 1.80
39 9 7.36 0.78 8.38 1.75 7.04 0.57 8.33 1.75 6.77 0.47 8.40 1.75
40 9 2.42 1.34 3.53 1.71 2.27 0.96 3.46 1.71 2.07 0.82 3.48 1.71
41 9 1.75 0.03 1.40 0.63 2.84 0.07 1.48 0.84 3.03 0.20 2.37 1.00
42 9 0.73 0.16 0.83 0.61 0.72 0.12 2.11 0.82 0.85 0.19 1.75 0.97
43 9 0.09 0.71 2.52 0.60 0.39 0.52 1.86 0.80 0.43 0.44 1.60 0.94
44 9 0.44 0.59 1.70 0.58 0.42 0.99 1.22 0.78 0.49 1.18 1.01 0.92
45 9 0.17 0.99 0.66 0.57 0.14 1.07 0.72 0.76 0.14 1.17 0.75 0.90
46 9 0.08 0.08 0.42 0.55 0.23 0.05 0.43 0.74 0.45 0.06 0.41 0.88
47 9 0.19 1.44 0.23 0.54 0.39 4.37 0.20 0.72 0.64 6.41 0.17 0.85
48 9 0.30 0.20 0.08 0.52 0.53 0.27 0.06 0.71 0.81 0.34 0.12 0.84
49 9 0.34 0.59 0.03 0.51 0.58 0.81 0.13 0.69 0.85 1.14 0.25 0.82
50 9 0.23 0.09 0.13 0.50 0.39 0.21 0.24 0.67 0.57 0.43 0.37 0.80
51 9 0.10 3.54 0.20 0.39 0.17 9.10 0.32 0.57 0.25 8.49 0.46 0.78
52 9 0.02 0.41 0.26 0.38 0.03 1.11 0.39 0.54 0.07 6.90 0.88 0.75
53 9 0.03 1.77 0.31 0.36 0.12 11.21 0.89 2.44 0.21 12.80 1.24 3.64
54 9 0.06 2.50 1.00 0.36 0.10 2.51 1.28 0.52 0.14 2.79 1.57 0.73
55 9 0.02 0.26 0.41 0.45 0.03 0.27 0.56 0.61 0.04 0.29 0.72 0.72
56 9 0.02 0.82 0.32 0.44 0.03 0.98 0.45 0.59 0.04 1.13 0.59 0.71
57 9 0.00 0.30 0.31 0.43 0.01 0.34 0.44 0.58 0.01 0.38 0.57 0.69
58 9 0.00 0.57 0.32 0.42 0.01 0.69 0.45 0.57 0.01 0.80 0.58 0.68
59 9 0.01 1.16 0.34 0.36 0.01 1.52 0.46 0.50 0.02 2.20 0.60 0.60
60 9 0.01 0.53 0.35 0.39 0.01 0.55 0.48 0.59 0.02 0.57 0.62 0.85
61 9 0.01 0.25 0.37 0.45 0.01 0.26 0.50 0.67 0.02 0.27 0.63 0.95
62 9 0.00 1.00 0.38 0.49 0.00 0.86 0.51 0.73 0.01 0.75 0.65 1.04
63 9 0.00 0.69 0.39 0.53 0.01 0.59 0.52 0.78 0.01 0.52 0.66 1.10
64 9 0.00 0.72 0.40 0.56 0.00 1.09 0.53 0.81 0.00 1.68 0.67 1.13
65 9 0.00 1.02 0.41 0.57 0.00 1.01 0.53 0.82 0.00 1.01 0.67 1.15
66 9 0.00 0.10 0.41 0.57 0.00 0.16 0.53 0.82 0.00 0.26 0.67 1.15
67 9 0.00 1.82 0.41 0.56 0.00 1.67 0.53 0.81 6.18 7.25 6.67 7.09
68 9 0.00 0.59 0.41 0.55 7.43 6.96 7.86 8.09 6.17 5.81 6.55 6.78
69 10 9.99 8.98 10.36 10.48 7.43 6.87 7.71 7.82 6.17 6.03 6.43 6.55
70 9 10.87 26.24 5.67 8.32 10.77 31.48 5.77 10.01 10.68 30.79 5.66 10.81
71 9 0.13 15.54 3.14 6.25 0.14 12.16 2.71 5.14 0.13 14.64 2.31 5.32
72 9 0.00 13.48 0.94 0.51 0.06 10.77 0.71 0.66 0.10 9.06 1.40 0.76
73 9 0.07 14.17 0.75 0.51 0.12 12.10 1.91 0.65 0.17 11.23 2.14 0.75
74 9 0.06 1.34 2.30 0.50 0.08 3.89 2.26 0.64 0.07 4.55 1.93 0.74
75 9 0.03 12.04 1.30 0.49 0.05 15.25 1.63 0.63 0.06 13.92 1.45 0.73
76 9 0.13 8.54 2.44 0.48 0.14 6.32 2.03 0.62 0.15 5.16 1.74 0.72
77 9 0.00 1.36 0.51 0.48 0.01 1.03 0.37 0.62 0.01 0.86 0.35 0.71
78 9 0.00 1.14 0.32 0.47 0.01 0.83 0.43 0.61 0.01 0.68 0.42 0.70
79 9 0.01 2.58 0.39 0.46 0.02 1.87 0.47 0.60 0.02 1.80 1.12 0.69
80 9 0.01 1.73 0.69 0.46 0.01 1.27 1.28 0.59 0.01 1.42 1.10 0.68
81 9 0.01 3.70 1.94 0.45 0.01 2.63 1.50 0.58 0.01 2.18 1.31 0.67
82 9 0.03 0.85 0.03 0.44 0.04 0.99 0.03 0.57 0.06 1.05 0.03 0.66
83 9 0.02 0.28 0.01 0.44 0.03 0.35 0.01 0.57 6.15 5.85 6.40 5.75
84 9 0.02 0.25 0.01 0.43 7.42 6.80 7.71 6.99 8.42 7.94 8.81 7.87
85 10 10.01 9.30 10.38 9.63 10.01 9.26 10.45 9.53 10.02 9.20 10.51 9.45
86 10 9.44 6.90 0.04 4.77 14.61 6.38 1.33 6.02 25.18 11.11 7.95 11.98
87 10 0.02 1.32 1.90 2.23 7.46 8.82 9.92 9.98 8.76 10.13 11.78 11.85
88 9 11.13 11.19 13.17 12.76 11.13 8.41 13.31 13.13 11.13 6.92 12.95 12.75
89 9 7.11 5.19 4.81 5.61 8.46 8.00 4.37 5.01 9.20 7.46 4.22 4.73
90 9 0.67 5.69 0.78 0.70 1.04 4.05 1.12 2.34 - - - -
91 9 0.01 4.41 0.87 2.79 - - - - - - - -
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Table 14: Relative prediction error (in percent) for 1, 2 and 3 steps ahead of metric
Average Clustering Coefficient of database Autonomous. Notation: number in title
is number of steps ahead. Shortcuts: TS (time slice), RV (real value), SVM (Suport
Vector Machine), MLP (Multilayer Perceptron), GP (Gaussian process) and LR (Linear
Regression)

TS RV SVM 1 MLP 1 GP 1 LR 1 SVM 2 MLP 2 GP 2 LR 2 SVM 3 MLP 3 GP 3 LR 3
3 0.0740 6.00 2.52 3.05 0.91 - - - - - - - -
4 0.0727 1.29 1.39 1.76 1.76 1.09 0.99 1.52 1.46 - - - -
5 0.0737 0.88 0.22 0.65 0.58 0.90 0.30 0.47 0.97 0.86 0.62 0.40 1.27
6 0.0724 0.00 0.11 1.01 1.37 1.23 1.15 1.77 1.63 1.25 0.95 1.52 1.41
7 0.0721 1.76 1.52 1.82 1.62 1.52 1.30 1.44 1.22 1.34 1.23 1.26 0.99
8 0.0728 2.32 2.20 1.51 0.37 3.87 3.50 2.72 0.36 4.94 4.03 3.79 0.87
9 0.0733 3.29 3.36 1.53 3.74 2.45 2.61 1.52 2.81 3.73 3.39 1.86 4.53
10 0.0741 0.15 0.40 0.83 1.41 0.62 0.28 0.64 1.33 0.65 0.24 0.53 1.28
11 0.0740 0.29 0.42 0.20 0.74 0.21 0.40 0.32 0.57 0.22 0.33 0.37 0.85
12 0.0739 0.19 0.16 0.33 0.93 0.57 0.13 0.62 1.60 0.48 0.15 0.55 1.69
13 0.0748 0.97 0.59 1.16 1.98 0.99 0.61 1.15 1.88 0.81 0.57 0.95 1.59
14 0.0746 0.36 0.37 0.41 1.62 1.30 0.90 1.17 1.21 1.18 0.89 1.01 1.62
15 0.0738 2.13 1.44 1.31 0.43 1.50 1.23 1.03 1.52 1.51 1.00 0.84 1.50
16 0.0751 1.37 1.48 1.52 2.06 1.66 1.66 1.40 1.78 1.36 1.36 1.21 1.68
17 0.0746 0.73 0.91 0.36 1.31 1.61 1.46 0.41 1.32 1.40 1.31 0.82 2.00
18 0.0746 2.90 1.90 0.67 2.97 2.04 1.34 0.90 2.08 1.67 1.11 1.14 1.70
19 0.0758 2.39 1.88 1.66 2.13 2.67 1.90 1.88 2.45 2.21 1.60 1.67 2.01
20 0.0759 0.61 0.37 1.53 2.75 1.49 0.98 1.18 2.46 1.62 1.56 1.03 2.33
21 0.0754 2.55 1.79 0.36 1.98 2.48 2.09 0.40 1.96 2.07 1.73 0.82 2.39
22 0.0754 0.49 0.16 0.50 1.83 0.35 0.75 1.05 2.47 0.42 0.76 0.88 2.37
23 0.0763 0.17 0.23 1.36 2.88 0.37 0.40 0.99 2.51 2.22 2.33 2.31 2.41
24 0.0756 0.67 0.89 1.03 1.94 2.85 3.11 3.74 2.13 2.31 2.51 3.02 2.47
25 0.0725 3.86 3.94 4.77 2.41 2.66 2.71 3.29 2.69 2.43 2.60 2.88 2.31
26 0.0765 0.00 1.47 2.05 2.43 1.62 1.36 1.47 1.75 2.44 4.03 2.31 6.81
27 0.0752 2.41 3.56 0.78 2.56 3.01 6.01 2.13 8.44 2.47 5.06 1.77 6.96
28 0.0770 3.22 7.81 3.04 3.56 2.29 5.58 2.23 3.13 2.13 4.89 2.25 3.60
29 0.0763 0.19 1.80 0.41 2.50 0.91 2.71 1.16 3.50 1.47 2.46 1.44 3.69
30 0.0777 1.25 4.24 1.63 4.16 1.85 3.41 1.76 4.07 1.64 3.44 1.76 3.94
31 0.0775 2.21 1.66 1.71 3.83 1.61 3.54 1.51 3.69 1.71 2.96 1.60 3.99
32 0.0773 0.07 3.20 1.00 3.42 0.06 2.80 1.11 3.95 0.59 2.45 1.56 4.41
33 0.0781 0.05 0.16 1.16 4.30 0.73 0.68 1.60 4.72 1.41 3.23 2.36 5.16
34 0.0787 1.06 0.93 1.85 4.96 1.72 4.67 2.50 5.40 1.86 3.81 2.58 5.77
35 0.0794 2.45 5.00 2.85 5.65 2.03 3.57 2.56 5.98 1.67 2.94 2.25 5.92
36 0.0800 2.16 1.53 1.92 6.14 1.90 1.85 1.45 5.89 1.56 2.42 1.37 5.78
37 0.0795 2.39 1.60 0.53 5.45 1.89 1.26 0.52 5.42 1.88 1.58 0.96 5.66
38 0.0795 0.92 2.15 0.51 5.23 0.77 2.16 1.03 5.61 0.64 2.98 1.39 5.91
39 0.0801 0.87 0.67 1.31 5.83 1.09 0.99 1.57 6.08 1.28 1.46 1.95 6.44
40 0.0805 0.65 0.96 1.47 1.15 0.56 1.23 1.81 1.10 0.79 1.01 1.54 2.08
41 0.0812 0.10 2.06 1.69 0.81 1.25 1.54 1.22 2.19 2.01 2.01 1.07 3.11
42 0.0801 1.85 3.02 0.24 2.85 2.54 3.17 0.87 3.61 3.29 3.76 1.51 4.56
43 0.0796 2.90 4.77 1.06 1.15 3.49 5.57 1.69 1.88 3.52 4.53 1.51 1.76
44 0.0789 2.79 1.77 1.74 2.27 2.34 1.25 1.30 1.86 2.10 1.16 1.06 1.61
45 0.0798 0.66 1.53 0.04 1.10 0.46 1.85 0.42 0.92 0.49 1.86 0.44 0.89
46 0.0804 0.63 1.49 0.63 0.37 0.45 1.61 0.57 0.28 0.38 2.13 0.55 0.25
47 0.0805 0.41 0.19 0.32 0.18 0.47 0.20 0.32 0.26 0.62 0.59 0.26 0.38
48 0.0807 0.05 2.05 0.27 0.31 0.17 1.90 0.19 0.39 0.40 1.57 0.24 0.55
49 0.0807 0.20 0.57 0.03 0.44 0.47 0.41 0.23 0.55 0.41 0.50 0.23 0.45
50 0.0807 0.41 0.27 0.24 0.61 0.29 0.74 0.30 0.45 0.53 0.61 0.25 0.38
51 0.0815 0.31 0.12 0.50 0.24 0.33 0.63 0.36 0.18 1.88 1.43 1.44 1.42
52 0.0815 0.72 2.35 0.02 0.05 2.61 3.21 1.79 1.81 3.39 6.79 3.87 2.52
53 0.0798 3.05 3.60 2.50 2.59 3.48 5.37 4.77 3.13 5.19 7.15 7.10 4.84
54 0.0792 3.14 0.30 5.39 3.40 5.13 2.11 7.68 4.96 4.57 1.74 7.10 4.35
55 0.0767 3.00 3.27 5.02 5.32 2.17 2.27 3.57 3.96 1.78 2.06 3.22 3.84
56 0.0799 1.43 7.60 1.87 3.17 1.13 9.49 1.47 3.01 0.95 11.07 1.38 3.15
57 0.0791 0.03 0.64 0.06 0.65 0.22 3.52 0.11 1.05 2.20 6.04 1.90 1.39
58 0.0794 0.29 2.98 0.19 1.12 2.71 3.60 2.30 1.70 2.63 2.99 2.44 2.81
59 0.0768 3.54 5.07 3.36 3.39 3.16 3.60 3.00 2.98 2.59 3.14 2.44 2.43
60 0.0816 3.17 3.76 3.89 3.09 2.27 2.71 2.92 2.22 2.93 4.59 2.78 2.52
61 0.0796 0.16 1.36 0.07 0.23 3.32 9.37 2.89 2.59 4.32 7.83 3.83 3.67
62 0.0772 4.74 8.59 4.10 3.69 5.25 6.74 4.69 4.52 5.88 8.01 5.18 4.90
63 0.0761 5.22 6.90 3.95 3.50 5.84 6.70 4.24 4.45 6.00 5.86 4.07 4.35
64 0.0760 5.39 2.18 3.11 4.60 5.02 3.85 2.73 4.15 4.48 6.37 2.34 3.54
65 0.0767 0.34 4.11 0.98 0.82 0.76 8.06 0.69 0.83 1.61 6.65 1.10 1.94
66 0.0776 0.70 5.79 0.47 1.51 1.61 5.70 1.53 2.93 2.52 5.82 2.10 3.96
67 0.0790 1.35 0.09 1.91 2.70 2.07 5.64 2.35 3.66 1.94 4.65 1.97 3.09
68 0.0795 1.75 5.92 1.95 1.16 1.37 4.71 1.39 1.13 1.12 4.02 1.14 1.06
69 0.0780 0.19 4.82 0.93 1.66 0.63 3.97 0.85 1.56 0.71 3.26 0.70 1.36
70 0.0782 0.76 1.00 0.35 0.11 0.69 4.02 0.30 0.54 0.73 6.90 0.63 0.57
71 0.0787 0.32 1.16 0.42 0.82 1.24 3.17 0.87 0.76 1.21 4.15 0.76 0.64
72 0.0788 1.49 6.32 1.01 0.21 1.22 5.53 0.76 0.61 1.17 4.54 0.69 0.71
73 0.0784 0.33 0.02 0.08 1.08 0.25 1.66 0.12 1.12 0.29 1.97 0.29 1.55
74 0.0790 0.47 0.90 0.20 0.81 0.33 1.44 0.32 0.77 0.29 1.71 0.48 0.76
75 0.0788 0.31 1.95 0.48 0.27 0.40 2.40 0.63 0.35 0.33 2.22 0.51 0.81
76 0.0788 0.04 0.33 0.53 0.69 0.29 0.32 0.39 0.53 0.35 0.81 0.36 0.79
77 0.0794 0.43 2.98 0.38 0.09 0.42 2.78 0.28 0.50 0.61 3.57 0.69 0.42
78 0.0792 0.64 3.04 0.21 1.08 0.66 3.01 0.74 2.27 1.03 2.69 1.12 3.03
79 0.0801 0.97 1.17 1.11 1.51 1.47 1.47 1.44 1.92 1.31 1.26 1.28 1.89
80 0.0806 1.40 1.81 1.36 0.40 1.05 1.28 1.03 0.60 1.97 2.37 2.03 1.06
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Table 15: Relative prediction error (in percent) for 1, 2 and 3 steps ahead of metric
Connected Components Count of database Autonomous. Notation: number in title
is number of steps ahead. Shortcuts: TS (time slice), RV (real value), SVM (Suport
Vector Machine), MLP (Multilayer Perceptron), GP (Gaussian process) and LR (Linear
Regression)

TS RV SVM 1 MLP 1 GP 1 LR 1 SVM 2 MLP 2 GP 2 LR 2 SVM 3 MLP 3 GP 3 LR 3
3 4693 0.59 0.19 0.38 0.23 - - - - - - - -
4 4695 0.02 0.53 0.05 0.11 0.31 0.52 0.19 0.12 - - - -
5 4694 0.42 0.23 0.18 0.11 1.52 0.98 1.33 1.05 1.34 0.88 1.09 0.91
6 4769 1.67 1.57 1.64 1.49 1.21 1.16 1.19 1.12 0.99 0.97 0.98 0.95
7 4674 1.10 0.04 0.69 0.48 1.37 0.14 0.73 0.89 1.15 0.13 0.62 1.28
8 4680 1.87 1.57 1.32 0.53 2.20 1.56 1.02 0.52 3.57 1.54 2.30 0.49
9 4681 5.48 0.57 1.98 5.10 6.21 0.54 2.74 5.55 5.29 0.60 2.27 4.78
10 4684 4.84 0.18 3.09 5.89 3.47 0.13 2.22 4.26 2.97 0.20 1.89 3.85
11 4675 1.08 0.19 1.40 3.00 1.55 0.35 1.03 5.06 1.35 0.50 1.01 4.62
12 4662 1.29 0.22 0.02 2.44 1.13 0.77 0.74 2.40 0.95 0.79 1.05 1.96
13 4651 0.17 1.99 0.53 0.90 0.13 2.08 0.73 0.99 0.26 2.10 0.89 1.01
14 4643 0.07 0.30 0.67 2.25 0.22 0.54 0.73 1.98 0.36 0.55 0.65 1.64
15 4644 0.18 2.61 0.69 0.13 0.28 2.30 0.52 0.51 0.50 1.94 0.49 0.75
16 4650 0.02 0.37 0.61 0.44 0.40 0.50 0.56 0.87 0.60 0.41 0.48 0.75
17 4637 0.14 0.64 0.66 0.28 0.55 0.46 0.51 0.22 0.46 0.38 0.44 0.29
18 4630 0.82 0.32 0.26 1.05 0.58 0.30 0.21 1.01 0.48 0.26 0.18 1.10
19 4634 0.26 0.06 0.16 0.91 0.19 0.11 0.12 1.06 0.15 0.13 0.10 1.15
20 4621 0.20 0.21 0.18 1.14 0.20 0.22 0.19 1.20 0.19 0.21 0.17 1.24
21 4616 0.02 0.05 0.13 0.03 0.05 0.10 0.10 0.04 0.10 0.17 0.09 0.05
22 4613 0.09 0.13 0.03 0.02 0.14 0.20 0.03 0.07 0.23 0.30 0.09 0.08
23 4610 0.10 0.06 0.02 1.22 0.18 0.08 0.09 1.24 0.30 0.16 0.20 1.22
24 4608 0.16 0.20 0.14 0.12 0.28 0.37 0.26 0.23 0.30 0.41 0.27 0.25
25 4611 0.35 0.08 0.25 0.14 0.32 0.09 0.22 0.11 0.37 0.09 0.26 0.19
26 4603 0.16 0.32 0.07 1.22 0.25 0.31 0.14 1.22 0.21 0.47 0.12 1.35
27 4603 0.19 0.18 0.15 1.18 0.14 0.40 0.12 1.36 0.16 0.58 0.18 1.52
28 4587 0.08 0.40 0.16 1.49 0.20 0.53 0.27 1.62 0.20 0.57 0.27 1.68
29 4575 0.18 0.53 0.31 1.70 0.13 0.53 0.28 1.72 0.13 0.49 0.23 1.71
30 4573 0.04 0.14 0.18 1.68 0.13 0.28 0.13 1.65 0.11 0.27 0.13 1.73
31 4576 0.22 0.10 0.04 1.56 0.17 0.12 0.08 1.70 0.18 0.10 0.06 1.75
32 4564 0.07 0.09 0.14 1.78 0.05 0.10 0.10 1.79 0.09 0.13 0.09 1.80
33 4563 0.10 0.21 0.01 1.75 0.16 0.23 0.06 1.76 0.13 0.19 0.11 1.90
34 4562 0.10 0.15 0.06 1.71 0.11 0.30 0.15 1.91 0.15 0.24 0.13 1.93
35 4545 0.15 0.19 0.25 2.04 0.17 0.13 0.18 1.98 0.25 0.11 0.17 1.95
36 4551 0.24 0.43 0.05 1.85 0.34 0.56 0.14 1.84 0.45 0.64 0.22 1.84
37 4552 0.32 0.21 0.16 1.78 0.41 0.24 0.23 1.78 0.45 0.22 0.24 1.83
38 4552 0.32 0.17 0.21 1.73 0.33 0.12 0.19 1.81 0.35 0.11 0.20 1.86
39 4545 0.32 0.01 0.10 1.84 0.33 0.04 0.12 1.87 0.34 0.07 0.13 1.91
40 4542 0.26 0.28 0.09 1.86 0.26 0.31 0.10 1.89 0.28 0.34 0.12 1.93
41 4539 0.12 0.09 0.06 0.20 0.15 0.11 0.08 0.22 0.17 0.13 0.12 0.24
42 4536 0.04 0.03 0.06 0.10 0.05 0.05 0.10 0.11 0.09 0.08 0.15 0.13
43 4534 0.05 0.05 0.09 0.07 0.09 0.05 0.14 0.09 0.16 0.04 0.19 0.12
44 4533 0.09 0.28 0.13 0.12 0.15 0.22 0.19 0.18 0.13 0.21 0.16 0.15
45 4533 0.16 0.16 0.18 0.04 0.11 0.12 0.13 0.21 0.12 0.10 0.11 0.31
46 4522 0.05 0.14 0.03 0.08 0.10 0.19 0.05 0.16 0.08 0.16 0.08 0.13
47 4516 0.08 0.08 0.08 0.25 0.07 0.10 0.09 0.21 0.06 0.09 0.09 0.24
48 4520 0.09 0.08 0.11 0.04 0.07 0.06 0.10 0.10 0.05 0.06 0.10 0.16
49 4514 0.03 0.03 0.03 0.12 0.05 0.02 0.04 0.18 0.04 0.04 0.10 0.22
50 4510 0.03 0.06 0.03 0.12 0.05 0.04 0.10 0.14 0.04 0.04 0.10 0.17
51 4510 0.08 0.11 0.12 0.13 0.06 0.13 0.10 0.18 0.09 0.11 0.16 0.15
52 4504 0.01 0.01 0.03 0.07 0.08 0.10 0.14 0.06 0.10 0.38 0.13 0.16
53 4507 0.12 0.15 0.17 0.07 0.12 0.35 0.14 0.21 0.11 0.40 0.13 0.22
54 4508 0.11 0.08 0.04 0.27 0.09 0.09 0.04 0.25 0.09 0.08 0.04 0.24
55 4504 0.04 0.18 0.04 0.06 0.03 0.13 0.05 0.07 0.10 0.14 0.05 0.17
56 4501 0.00 0.30 0.03 0.06 0.09 0.39 0.06 0.18 0.08 0.41 0.06 0.17
57 4492 0.13 0.07 0.09 0.23 0.10 0.05 0.07 0.19 0.08 0.07 0.07 0.18
58 4494 0.03 0.05 0.06 0.08 0.03 0.07 0.09 0.28 0.22 0.15 0.14 0.27
59 4492 0.01 0.08 0.09 0.38 0.24 0.20 0.18 0.29 0.21 0.17 0.15 0.48
60 4473 0.35 0.25 0.27 0.08 0.26 0.18 0.19 0.28 0.25 0.15 0.16 0.47
61 4480 0.08 0.01 0.05 0.03 0.15 0.07 0.04 0.13 0.12 0.10 0.14 0.11
62 4472 0.16 0.04 0.05 0.21 0.12 0.22 0.16 0.15 0.12 0.24 0.20 0.13
63 4480 0.14 0.46 0.22 0.13 0.16 0.47 0.24 0.10 0.15 0.45 0.24 0.10
64 4477 0.11 0.31 0.21 0.04 0.08 0.27 0.19 0.12 0.10 0.29 0.22 0.12
65 4470 0.06 0.01 0.11 0.15 0.05 0.06 0.17 0.12 0.07 0.07 0.16 0.18
66 4471 0.08 0.09 0.18 0.02 0.06 0.18 0.14 0.14 0.06 0.18 0.17 0.13
67 4462 0.08 0.31 0.04 0.20 0.06 0.28 0.13 0.17 0.07 0.31 0.12 0.20
68 4464 0.06 0.18 0.15 0.01 0.04 0.15 0.13 0.12 0.07 0.17 0.16 0.13
69 4457 0.06 0.22 0.06 0.17 0.05 0.25 0.12 0.16 0.14 0.31 0.24 0.13
70 4457 0.10 0.04 0.14 0.03 0.21 0.08 0.26 0.07 0.22 0.07 0.28 0.06
71 4462 0.22 0.14 0.31 0.11 0.19 0.10 0.29 0.08 0.22 0.12 0.34 0.09
72 4456 0.11 0.08 0.20 0.10 0.18 0.06 0.29 0.07 0.18 0.06 0.30 0.08
73 4459 0.21 0.24 0.30 0.09 0.19 0.21 0.29 0.07 0.16 0.17 0.26 0.09
74 4453 0.11 0.07 0.19 0.08 0.08 0.15 0.16 0.14 0.12 0.27 0.13 0.26
75 4446 0.03 0.02 0.07 0.13 0.16 0.13 0.08 0.28 0.25 0.23 0.14 0.40
76 4435 0.19 0.54 0.11 0.30 0.28 0.38 0.19 0.41 0.28 0.31 0.17 0.43
77 4425 0.28 0.58 0.23 0.21 0.26 0.55 0.18 0.19 0.22 0.50 0.15 0.16
78 4426 0.18 0.27 0.09 0.03 0.13 0.22 0.09 0.06 0.14 0.22 0.08 0.05
79 4430 0.06 0.19 0.10 0.09 0.05 0.25 0.08 0.07 0.09 0.33 0.07 0.09
80 4424 0.10 0.24 0.03 0.07 0.16 0.32 0.04 0.13 0.19 0.37 0.05 0.15
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Table 16: Relative prediction error (in percent) for 1, 2 and 3 steps ahead of metric
Density of database Autonomous. Notation: number in title is number of steps ahead.
Shortcuts: TS (time slice), RV (real value), SVM (Suport Vector Machine), MLP (Mul-
tilayer Perceptron), GP (Gaussian process) and LR (Linear Regression)

TS RV SVM 1 MLP 1 GP 1 LR 1 SVM 2 MLP 2 GP 2 LR 2 SVM 3 MLP 3 GP 3 LR 3
3 1.8097E-04 1.07 0.86 0.89 0.76 - - - - - - - -
4 1.8035E-04 0.93 2.82 1.63 0.16 2.73 1.99 3.45 0.43 - - - -
5 1.8112E-04 4.12 0.84 0.05 0.55 3.99 1.51 0.97 0.72 16.07 1.28 0.80 0.72
6 1.7859E-04 0.59 0.37 0.17 0.97 0.44 0.32 0.45 0.80 0.67 0.28 0.43 0.66
7 1.8141E-04 3.22 1.43 2.76 3.85 2.30 1.14 2.05 2.84 2.35 0.93 2.28 2.76
8 1.8013E-04 4.47 2.31 1.75 0.06 3.15 1.65 1.25 0.55 4.05 1.91 1.70 0.62
9 1.8164E-04 1.75 1.00 0.94 1.87 1.37 0.81 0.79 1.45 1.33 0.67 0.68 1.36
10 1.8158E-04 0.35 0.60 1.23 0.66 0.76 0.90 1.00 0.96 0.63 0.78 1.08 1.04
11 1.8253E-04 2.39 2.73 1.88 2.52 1.80 2.00 1.42 1.96 2.32 2.40 1.74 3.44
12 1.8255E-04 1.16 1.87 1.65 1.02 0.89 1.35 1.47 1.31 1.01 1.29 1.71 1.48
13 1.8352E-04 0.19 0.14 2.52 2.41 0.14 0.22 2.12 1.88 0.79 0.65 2.22 1.93
14 1.8393E-04 1.15 1.42 3.24 0.04 1.23 1.59 2.48 0.88 1.00 1.33 2.60 0.98
15 1.8342E-04 1.92 0.12 2.84 1.37 1.64 0.94 2.21 1.33 2.13 0.83 2.65 1.59
16 1.8279E-04 0.76 0.87 0.28 1.06 0.62 0.72 0.23 0.89 0.99 0.98 0.19 1.52
17 1.8332E-04 0.12 0.35 0.18 1.00 0.37 0.29 0.17 1.06 0.38 0.71 0.57 1.23
18 1.8354E-04 0.43 0.04 0.07 1.13 0.51 0.57 0.59 1.17 0.67 1.03 1.07 1.08
19 1.8425E-04 0.58 0.59 0.76 0.29 0.98 1.01 1.26 0.95 1.17 1.19 1.54 1.05
20 1.8589E-04 0.68 0.67 1.37 0.87 0.60 0.58 1.49 0.89 0.51 0.48 1.50 0.86
21 1.8628E-04 0.22 0.34 1.19 0.78 0.26 0.29 1.08 1.31 0.35 0.24 1.08 1.73
22 1.8606E-04 0.51 0.30 0.63 0.52 0.64 0.25 0.69 0.61 0.75 0.22 0.70 0.66
23 1.8623E-04 0.05 0.33 0.63 0.24 0.10 0.44 0.64 0.24 0.93 0.60 0.79 0.89
24 1.8648E-04 0.08 0.16 0.20 0.08 1.09 0.81 1.37 0.90 0.93 0.79 1.12 0.78
25 1.8351E-04 1.45 1.24 1.80 1.40 1.10 1.04 1.26 1.00 0.90 0.87 1.06 0.88
26 1.8735E-04 0.68 3.42 0.93 2.45 0.48 3.40 0.72 2.36 1.77 5.04 2.18 3.91
27 1.8702E-04 0.12 0.65 0.11 2.18 1.94 2.50 2.35 4.37 2.26 2.96 2.80 4.99
28 1.9399E-04 2.79 2.46 3.29 5.61 2.84 2.39 3.41 5.77 2.64 2.11 3.45 5.87
29 1.9463E-04 3.31 2.66 2.63 5.72 2.59 2.81 2.52 5.79 2.98 4.01 2.86 5.79
30 1.9491E-04 0.11 3.32 1.64 5.67 1.12 2.36 2.03 5.62 2.30 2.19 2.57 5.62
31 1.9475E-04 1.69 5.23 1.89 5.39 2.81 5.25 2.40 5.41 3.45 5.37 2.88 5.53
32 1.9481E-04 1.22 2.56 1.78 5.25 1.59 2.05 2.18 5.43 1.59 2.38 2.40 5.57
33 1.9552E-04 0.53 0.69 1.50 5.43 0.40 0.71 1.62 5.56 0.34 1.05 1.73 5.83
34 1.9606E-04 0.89 0.75 0.94 5.53 1.06 0.54 1.03 5.86 2.10 0.45 0.86 5.93
35 1.9738E-04 0.01 0.29 0.68 6.00 1.14 0.67 0.48 5.96 2.16 1.83 0.61 5.90
36 1.9720E-04 1.60 3.62 0.22 5.74 2.60 3.60 0.71 5.67 3.91 3.97 0.83 5.59
37 1.9691E-04 1.23 0.95 0.67 5.44 1.78 1.09 0.67 5.35 2.51 1.12 0.62 5.35
38 1.9653E-04 0.59 0.50 0.17 5.11 0.89 0.74 0.13 5.16 1.21 1.04 0.64 5.39
39 1.9673E-04 0.12 0.23 0.19 0.06 0.24 0.32 0.86 0.48 0.76 0.27 0.94 0.53
40 1.9800E-04 0.15 1.83 1.07 0.20 0.74 1.77 1.01 0.19 1.47 1.67 0.88 0.43
41 1.9800E-04 0.81 0.45 0.23 0.30 1.51 0.32 0.23 0.60 1.98 0.27 0.27 0.74
42 1.9762E-04 1.58 0.68 0.26 0.60 1.92 0.73 0.30 0.72 2.52 0.65 0.53 0.97
43 1.9789E-04 0.71 0.58 0.16 0.44 1.19 0.83 0.43 0.83 1.49 0.88 0.44 0.93
44 1.9747E-04 0.92 0.50 0.44 0.82 1.06 0.47 0.38 0.87 1.30 0.52 0.35 0.94
45 1.9817E-04 0.12 0.33 0.05 0.07 0.23 0.29 0.04 0.15 0.38 0.27 0.04 0.21
46 1.9861E-04 0.12 0.15 0.05 0.06 0.24 0.11 0.05 0.22 0.30 0.17 0.05 0.30
47 1.9908E-04 0.19 0.13 0.09 0.26 0.20 0.12 0.09 0.31 0.38 0.15 0.17 0.56
48 1.9957E-04 0.07 0.08 0.11 0.16 0.28 0.20 0.17 0.44 0.40 0.21 0.25 0.62
49 1.9937E-04 0.26 0.31 0.20 0.49 0.32 0.35 0.27 0.61 0.37 0.42 0.32 0.73
50 1.9957E-04 0.22 0.22 0.19 0.36 0.26 0.31 0.23 0.40 0.25 0.44 0.21 0.45
51 1.9984E-04 0.03 0.11 0.13 0.18 0.12 0.08 0.09 0.18 0.43 0.61 0.60 0.76
52 2.0051E-04 0.14 0.58 0.08 0.05 0.55 0.46 0.64 0.79 0.55 0.72 1.72 1.13
53 1.9903E-04 0.87 0.31 0.89 1.08 0.76 1.09 2.13 1.34 1.07 1.71 3.12 2.02
54 1.9879E-04 0.19 0.68 2.52 0.56 0.81 1.27 3.41 1.10 0.68 1.05 3.33 0.95
55 1.9671E-04 0.85 1.07 2.12 0.99 0.76 0.75 1.65 0.70 0.75 0.68 1.51 0.58
56 1.9950E-04 1.10 0.49 0.32 0.99 1.15 0.56 0.28 1.05 1.07 0.47 0.24 0.90
57 1.9967E-04 0.54 0.18 0.07 0.25 0.43 0.50 0.21 0.59 0.49 1.03 0.81 1.02
58 1.9937E-04 0.17 0.60 0.31 1.01 0.82 1.05 1.02 1.50 0.98 0.95 0.91 1.23
59 1.9748E-04 0.92 1.88 1.27 1.04 1.25 1.32 1.06 1.25 1.04 1.26 0.91 1.02
60 2.0182E-04 1.99 1.81 1.30 2.37 1.51 1.31 0.93 2.01 1.24 1.11 0.88 1.71
61 1.9962E-04 0.40 0.13 0.44 0.66 0.74 0.35 0.93 1.67 1.04 0.49 1.29 2.01
62 1.9834E-04 0.80 2.03 1.07 1.85 1.00 1.96 1.38 1.88 1.22 2.35 1.70 2.28
63 1.9742E-04 0.76 3.13 1.26 0.33 0.96 2.77 1.56 0.47 0.88 2.81 1.55 0.38
64 1.9673E-04 0.53 0.57 1.36 0.33 0.37 0.41 1.22 0.31 0.49 0.47 1.09 0.49
65 1.9775E-04 0.32 0.07 0.57 0.51 0.74 0.38 0.44 0.81 0.96 0.60 0.36 1.07
66 1.9861E-04 0.65 1.64 0.03 0.66 0.74 2.43 0.12 0.83 0.86 2.62 0.20 1.06
67 1.9938E-04 0.35 0.69 0.19 0.50 0.51 0.92 0.27 0.67 0.58 1.01 0.27 0.80
68 1.9982E-04 0.26 1.04 0.29 0.43 0.25 1.09 0.25 0.50 0.32 1.35 0.29 0.71
69 1.9979E-04 0.05 0.19 0.11 0.24 0.14 0.27 0.21 0.47 0.11 0.45 0.21 0.64
70 2.0012E-04 0.13 1.31 0.25 0.27 0.11 1.69 0.22 0.32 0.16 2.14 0.24 0.45
71 2.0007E-04 0.21 0.47 0.11 0.18 0.30 0.53 0.16 0.31 0.58 0.49 0.18 0.29
72 2.0034E-04 0.20 2.86 0.18 0.27 0.51 3.07 0.20 0.20 0.54 3.25 0.17 0.34
73 1.9973E-04 0.51 0.85 0.26 0.08 0.46 0.88 0.20 0.21 0.38 0.78 0.29 0.66
74 2.0027E-04 0.02 0.44 0.01 0.34 0.36 0.75 0.38 0.87 0.52 0.88 0.55 1.17
75 2.0158E-04 0.52 0.45 0.56 0.95 0.65 0.52 0.69 1.15 0.74 0.64 0.79 1.39
76 2.0230E-04 0.44 0.32 0.62 0.68 0.53 0.46 0.71 0.83 0.59 0.55 0.74 1.01
77 2.0281E-04 0.20 0.37 0.59 0.96 0.22 0.36 0.60 1.42 0.18 0.29 0.53 2.12
78 2.0293E-04 0.08 0.76 0.43 0.97 0.33 0.68 0.33 1.69 0.27 0.89 0.51 2.02
79 2.0251E-04 0.33 0.31 0.05 1.33 0.26 0.66 0.46 1.46 0.29 0.85 0.65 1.76
80 2.0382E-04 0.39 0.27 0.64 0.48 0.47 0.37 0.80 0.77 0.78 0.67 1.18 0.98
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Abstract
In many areas of application it is important to estimate unknown model parame-
ters in order to model precisely the underlying dynamics of a physical system. In
this context the Bayesian approach is a powerful tool to combine observed data
along with prior knowledge to gain a current (probabilistic) understanding of un-
known model parameters. We have applied the methodology combining Bayesian
inference with Sequential Monte Carlo (SMC) to the problem of the atmospheric
contaminant source localization. The algorithm input data are the on-line arriving
information about concentration of given substance registered by the downwind
distributed sensor’s network. We have proposed the different version of the Hybrid
SMC along with Markov Chain Monte Carlo (MCMC) algorithms and examined
its effectiveness to estimate the probabilistic distributions of atmospheric release
parameters.

Keywords: Bayesian inference, stochastic reconstruction, MCMC methods, SMC
methods

1 Introduction

Accidental atmospheric releases of hazardous material pose great risks to human
health and the environment. Examples, like Chernobyl nuclear power plant acci-
dent in 1986 in Ukraine or Seveso disaster in 1978, prove that it is necessary to
have properly fast response to such incidents. In the case of an atmospheric release
of chemical, radioactive or biological materials, emergency responders require rel-
atively fast tools to predict the current and future locations and concentrations
of substance in the atmosphere. One of the fields of application of the Bayesian
approach can be problem of the localization of the dangerous substance release
based only on the measured concentration sparse data.

Knowledge of the temporal and spatial evolution of a contaminant released
into the atmosphere, either accidentally or deliberately, is fundamental to adopt
efficient strategies to protect the public health and to mitigate the harmful effects
of the dispersed material. However, to create the model realistically reflecting the
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real situation based only on a sparse point-concentration data is not trivial. This
task requires specification of set of parameters, which depends on the considered
model. Non-inverting problems of this type are termed inverse problems: prob-
lems that can be solved in one direction but for some physical reason cannot be
solved in the opposite direction. Such problems are widely encountered in several
fields [1]. For instance the group method of data handling (GMDH) [2], [3] and it
modifications seem to be successful as a method of inductive modeling and fore-
casting of complex processes and systems. The main idea of the GMDH is to create
the algorithm able to construct a model of optimal complexity based only on the
data. The goal is to get mathematical model to describe the processes, which will
take place at object in the future. GMDH solves it, by sorting-out procedure, i.e.
consequent testing of models, chosen from set of models-candidates in accordance
with the given criterion. More recent developments utilize genetic algorithms or
the idea of active neurons and multileveled self-organization to build models from
data e.g. [4], [5].

The key idea behind statistical inversion methods is to recast the inverse prob-
lem in the form of statistical inference by means of Bayesian statistics. In the
framework of Bayesian statistics all quantities included in the mathematical model
are modeled as random variables with joint probability distributions. This ran-
domness can be interpreted as parameter variability, and is reflected in the un-
certainty of the true values expressed in terms of probability distributions. The
solution of the inverse problem corresponds to summarizing probability distribu-
tion when all possible knowledge of the measurements, the model and the available
prior information, has been incorporated. This distribution, referred as posterior
distribution, describes the degree of confidence about the estimated quantity con-
ditioned on the measurements [6].

It is clear that given a known gas source and wind field we can calculate
the expected gas concentration for any downwind location. In the case of gas
dispersion, the unknown state is the source strength and its location. It is obvious
that if we are able to create the model giving the same point concentration of
considered substance, as we get from the sensors’ network, we could say that we
understand the situation we face up. However, to create the model realistically
reflecting the real situation based only on a sparse point-concentration data is
not trivial. This task requires specification of set of models’ parameters, which
depends on the applied model.

A comprehensive review of past works on solutions of the inverse problem for
atmospheric contaminant releases can be found in [7]. A variety of approaches
to solve the atmospheric dispersion inverse problem have been explored including
non-linear optimization, back-trajectory, Greens function, adjoint, and Kalman
filter methods [8]. However, these methods often fail due to the inherent complex-
ities, high-dimensionality, and/or non-linearity of the underlying physical system
[9]. In [9] was introduced dynamic Bayesian modeling and the Markov chain Monte
Carlo (MCMC). In [10] and [11] were presented sampling approaches to reconstruct
a contaminant source for synthetic data.

In our previous work we have presented the application of the classical MCMC
methods [20]. We have applied the methodology combining Bayesian inference
with MCMC algorithms to the problem of the source localization. We have shown
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the advantage of the MCMC algorithms that in different ways use the source
location parameters’ probability distributions, obtained based on available mea-
surements, to update the marginal probability distribution of considered param-
eters with use of the newly received information. In this paper we examine the
application of the Sequential Monte Carlo (SMC) methods combined with the
Bayesian inference to the problem of the localization of the atmospheric contami-
nation source. We present the possibility to connect MCMC and SMC to provide
additional benefit in the process of event reconstruction. Proposed algorithms are
tested on the synthetic release experiment.

2 Theoretical preliminaries

2.1 Bayesian inference

A good introduction to Bayesian theory can be found in [11] and [12]. Bayes’
theorem, as applied to an emergency release problem, can be stated as follows:

P (M |D) =
P (D|M)P (M)

P (D)
(1)

where M represents possible model configurations or parameters and D are ob-
served data. For our problem, Bayes’ theorem describes the conditional probabil-
ity P (M |D) of certain source parameters (model configuration M) given observed
measurements of concentration at sensor locations (D). This conditional proba-
bility P (M |D) is also known as the posterior distribution and is related to the
probability of the data conforming to a given model configuration P (D|M), and
to the possible model configurations P (M), before taking into account the sensors’
measurements. The probability P (D|M), for fixed D, is called the likelihood func-
tion, while P (M) is the prior distribution. P (D) is the marginal distribution of D
and is called prior predictive distribution [10]. P (D) serves as a scaling factor and
is crucial for model comparison; so in our case the Bayes theorem can be written
as follows:

P (M |D) ∝ P (D|M)P (M) (2)

To estimate the unknown source parameters M using (2), the posterior distri-
bution P (M |D) must be sampled. P (D|M) quantifies the likelihood of a set of
measurements D given the source parameters M .

Value of likelihood for a sample is computed by running a forward dispersion
model with the given source parameters M . Then the model predicted concentra-
tions M in the points of sensors location are compared with actual data D. The
closer the predicted values are to the measured ones, the higher is the likelihood
of the sampled source parameters.

We use a sampling procedure with the Metropolis-Hastings algorithm to ob-
tain the posterior distribution P (M |D) of the source term parameters given the
concentration measurements at sensor locations [10], [11]. This way we completely
replace the Bayesian formulation with a stochastic sampling procedure to explore
the model parameters’ space and to obtain a probability distribution for the source
location.
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2.2 The likelihood function

A measure indicating the quality of the current state of Markov chain is expressed
in terms of a likelihood function. This function compares the concentrations pre-
dicted from model and observed data at the sensor locations as:

ln[P (D|M)] = ln[λ(M)] = −
∑N

i=1[log(CM
i ) − log(CE

i )]2

2σ2
rel

(3)

where λ is the likelihood function, CM
i are the predicted by the forward model

concentrations at the sensor locations i, CE
i are the sensor measurements, σ2

rel is
the standard deviation of the combined forward model and measurement errors, N
is the number of sensors. The value of σ2

rel can vary depending on the observation
errors and model formulation (the assumed here value is given in chapter 3).

After calculating value of the likelihood function for the proposed state its
acceptance is performed as follows:

ln(λprop)

ln(λ)
≥ U(0, 1) (4)

where λprop is the likelihood value of the proposal state, λ is the previous likeli-
hood value, and U(0, 1) is a random number generated from a uniform distribution
in the interval (0, 1).

It is important to note that condition (4) is more likely to be satisfied if the
likelihood of the proposal is only slightly lower than the previous likelihood value.
It gives a chance to choose even a little ”worse” state, because the probability of
acceptance depends directly on the quality of proposed state. Different likelihood
functions can also be applied [13].

2.3 Posterior distribution

The posterior probability distribution (2) is computed directly from the resulting
samples defined by the algorithm described above and is estimated with

P (M |D) ≡ π̂N (M) =
1

N

N∑

i=1

δ(Mi − M). (5)

P (M |D) represents the probability of a particular model configuration M giv-
ing results that match the observations at sensors locations. Equation (5) is a
sum over the entire samples set of length N of all the sampled values Mi. Thus
δ(Mi − M) = 1 when Mi = M and 0 otherwise. Consequently, if a Markov chain
spends several iterations at the same location value of P (M |D) increases through
the summation (increasing the probability for those source parameters).

2.4 Sequential Monte Carlo

Sequential Monte Carlo (SMC) is designed to sample from dynamic posterior dis-
tributions. The SMC methods are easy to parallelize - the different Monte Carlo
proposals can be generated and evaluated in parallel. A good introduction to SMC
is present in [14, 15, 16] .
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2.5 Sequential importance resampling

Sequential importance resampling (SIR) is a sequential version of importance sam-
pling (IS) and combines IS with resampling procedure [17] . At the center of the
SMC approach in our case is the generation of a weighted sample using IS method.
IS uses a proposal distribution q(.), that is close to target distribution π(.) and
from which it is easy to generate samples. The basic methodology is given below.

1. Generate a sample of size N from the proposal distribution q(M):

M(i) ∼ q(M), i = 1, ..., N (6)

2. Compute the importance weights:

w̌(M(i)) ∝ π(M(i))

q(M(i))
, i = 1, ..., N (7)

and define

w(M(i)) =
w̌(M(i))∑N

j=1 w̌(M(j))
(8)

3. The distribution π(·) is then approximated by

π̌N (M) ≡
N∑

i=1

w(M(i))δ(Mi − M) (9)

which places the probability mass w(M(1)), ..., w(M(N)) on the support points
M(1), ..., M(N).

Hence, the weights would be proportional to the value of likelihood. In our
case to calculate the weight we use of the following formula,which is related to the
likelihood function (3):

w̌(M(i)) ∝ − 1

ln[λ(M(i))]
, i = 1, ..., N (10)

Resampling is used to avoid the situation when almost all (except only a few) of
the importance weights are close to zero (problem of degeneracy of the algorithm).
Basic idea of resampling methods is to eliminate samples which have small nor-
malized importance weights and to concentrate upon samples with large weights.
So,:

1. for i = 1, ..., N are chosen samples with indexes k(i) distributed according to
the discrete distribution with N elements satisfying

P (k(i) = l) = w(M(i)) (11)

for l = 1, ..., N ,
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2. then for i = 1, ..., N for samples Mk(i) are assigned the weights

w(Mk(i)) =
1

N
. (12)

2.6 MCMC prior to SMC

The SMC algorithm needs some set of samples to be initialized. An ideal way to
generate this initial sample is using MCMC data from first K iterations in all time
steps. The resulting equally weighted MCMC set of samples can then be passed
on to SMC for processing in the subsequent iteration.

We assume that the information from the sensors arrive subsequently in inter-
vals (time steps). We start to search for the values of the model parameters M
(M ≡ M(x, y, q, ζ1, ζ2) for details see chapter 3 ) after first sensors’ measurements
(based on the data in time t = 1, see (Fig. 2)). Thus, scanning algorithm is run
just after obtaining the first measurements from the sensors. Based on this in-
formation we obtain the probability distributions of the searched parameters (9)
starting from the randomly chosen set of parameters M (i.e. first we start from
the ”flat” priori). This assumption reflects lack of knowledge about the release.
The forward calculation are performed for the actual state M and likelihood func-
tion λ is calculated. Then we apply random walk procedure ”moving” our Markov
chain to the new position. Precisely, we change each model M parameter by the
value draw from the Gaussian distribution with the zero mean and variance σ2

M

characteristic for each parameter. Standard deviations for sampling parameters
are determined by the problem’s domain size and refined with a trial and error
procedure to ensure that the Markov chains had access to realistic ranges with
minimal occurrences of stuck problem. Problem of stuck in chains can occur when
the standard deviations chosen for the next iteration lead to a large number of
rejected samples, causing that the chain remains in a given position for many it-
erations. For the proposal state the forward calculation are performed and the
likelihood function λprop is again estimated. We compare this two values λ and
λprop according to (4). If comparison is more favorable than the previous chain
location, the proposal is accepted (Markov chain ”moves” to the new location). If
the comparison is ”worse”, new state is not immediately rejected. Random vari-
able from binomial distribution is used to decide whether or not to accept the new
state of chain. After K iteration we pass all the samples (from all m chains)to
the sequential procedure. We compute importance weights by (10) and normalize
them. Next we use roulette procedure to draw N samples from the set generated
by Markov Chain.

This random component is important because it prevents the chain from be-
coming trapped in a local minimum. The pseudo code for one time step of the
algorithm is given below.

2.6.1 Pseudocode 1:MCMC Prior to SMC

FOR j=1:ChainNumber

Draw M(1) from a priori distribution;

ForwardDispersion(M(1));
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Read C^M(1);

Compute likelihood(M(1));

Compute W(1);

FOR i=1:K

ChainSample(j,i)=M(i);

ChainWeight(j,i)=W(i);

M’=M(i)+N(0,sigma2M);

ForwardDispersion(M’);

Read C^M’;

Compute likelihood(M’);

Compute W’;

IF likelihood(M’)/likelihood(M(i-1))

>=RND(0,1)

THEN

M(i+1)=M’;

W(i+1)=W’;

ELSE

M(i+1)=M(i);

W(i+1)=W(i);

END IF

END FOR

END FOR

SAMPLES=[ChainSample(1,:) ... ChainSample(ChainNumber,:)]

WEIGHTS=[ChainWeight(1,:) ... ChainWeight(ChainNumber,:)]

WEIGHT=WEIGHT/sum(WEIGHT)

FOR i=1:N

SumOfWeights=0;

RuletIter=1;

rand=RND(0,1);

WHILE(SumOfWeights<=rand)

SumOfWeights=SumOfWeights+WEIGHTS(RuletIter);

RuletIter++;

END WHILE

RESAMPLES(i)=SAMPLES(RuletIter)

END FOR

Statistical convergence (to the posterior distribution) is monitored by computing
between-chain variance and within-chain variance [11]. If there are m Markov chains of
length N , then we can compute between-chain variance B with

B =
N

m − 1

m∑

j=1

(M̄j − M̄)2 (13)

where M̄j is the average value along each Markov and M̄ is the average of the values
from all Markov chains. The within-chain variance W is

W =
1

m

m∑

i=1

s2
i (14)

where
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s2
i =

1

N − 1

N∑

i=1

(Mij − M̄i)
2 (15)

The convergence parameter R is then computed as

R =
var(M)

W
(16)

where var(M) is estimate variance of M and is computed as

var(M) =
N − 1

N
W +

1

N
B. (17)

In this paper, we consider the following variants of scanning algorithms:

1. Classic MCMC

In this algorithm, the parameter space scan in each time step t is independent form
the previous ones. So, in this case we don’t use information from past calculations.
Classic MCMC don’t use sequential mechanism.

2. MCMC prior to SMC

The SMC algorithm use the set of samples generated by K iterations of Clasic MCMC
algorithm as a prior distribution, but in subsequent SMC iterations don’t use infor-
mation from SMC results from previous time step.

3. MCMC prior to SMC via Maximal Weights

This algorithm is similar to MCMC prior to SMC, but in subsequent SMC calcula-
tions uses the results obtained by SMC in the previous time steps to run calculation
with use of the new measurements. As the first location of Markov chain M t

0 it select
the set of M parameters for which weight in previous time step procedure was the
highest. So, for t > 1:

M t
0 ∼ arg (M ∈

{
M t−1

0 , ..., M t−1
n

}
) max{w(M t−1

i )} (18)

With this approach, we always start with the best values of the model (previously
found) and correct the result with new information from sensor.

4. MCMC prior to SMC via Rejuvenation and Extension

In contrast to the MCMC prior to SMC via Maximal Weights this algorithm as the
first location of Markov chain M t

0 at the time t > 1 chooses the set of parameters
M selected randomly from previous realization of resampling procedure in t− 1 with
use of the uniform distribution:

M t
0 ∼ U(M t−1

0 , M t−1
1 , ..., M t−1

n ) a uniform distribution {1, ..., n} (19)

Applying the new knowledge (new measurements) the current chain is ”extended”
starting from selected position with use of the new data in the likelihood function
calculation.



52 Piotr Kopka, Anna Wawrzynczak, Mieczyslaw Borysiewicz

0 5000 10000 15000
0

5000

10000

15000

1

2

3

4

5

6

7

8

9

10

x [m]

y 
[m

]

Source and Sensors locations

 

 
Source
Sensor

Figure 1: Distribution of the sensors and the release’s source over the domain

3 Synthetic data

We have implemented stochastic event reconstruction algorithms grounded on the hy-
brid MCMC and SMC sampling to find the contamination source location based on the
concentration of given substance registered by the 10 sensors distributed randomly over
artificial domain 15000m x 15000m. (Fig. 1). The contamination source was located
at x = 3000m, y = 8000m, z = 30m. The synthetic concentration measurements data
(Fig. 2), used in testing the algorithm, were generated with use of the atmospheric dis-
persion Gaussian plume model [18], [19]. The release rate was assumed to change with
time within interval q ≈ 5000g/s up to q ≈ 7000g/s which resulted in the change of the
concentration measured by the sensors in subsequent time intervals (Fig. 2).The wind
was directed along x axis with average speed 5m/s.

The Markov chains are initialized by taking samples from the prior distribution.For
practical reasons and to lower the computational cost we limit the prior distribution to
the two dimensional coordinate space (x, y) of the source location. The vertical position
of source location was fixed on z = 30m at which were also located the sensors.

In our calculation we use m = 10 Markov chains in each time step in MCMC pro-
cedure. The traces of three independent Markov chains for the x and y parameters are
presented in Fig. 3 and Fig. 4, horizontal line represents the target value. Fig. 5 presents
the chain’s traces in the two dimensional plane within the scanned domain, the target
source location is marked by triangle and sensors by squares.The variance parameters σ2

M

uses in random walk procedure are equal σ2
x = 200, σ2

y = 200, σ2
q = 100 and σ2

ζ1
= 0.02,

σ2
ζ2

= 0.02. In this case, when we use in the reconstruction the synthetic data, the value
σ2

rel = 0.05, because disorder of measurement data was low and assumed as 5%. For
real measurements, if large errors in the measurements are expected, larger values of σ2

rel

should be assumed.

The number of iteration for each Markov chain in Hybrid algorithm was equal K =
10000 (for comparision in classic MCMC N = 20000 to balance the number of itera-
tion).This number was chosen based on the numerical experiments as the number of
iteration needed to reach convergence for each sampled model parameters [20].One of
the important aspects of stochastic procedure of calculating the posterior distribution is
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Figure 2: The synthetic concentration registered by the 10 sensor in 6 subsequent in-
tervals (time steps)
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Figure 3: The traces of three Markov chains in the x space. The true value is marked
by horizontal line. The samples came from results of Classic MCMC algorithm.
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Figure 4: The traces of three Markov chains in the y space. The true value is marked
by horizontal line. The samples came from results of Classic MCMC algorithm.
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MCMC algorithm.
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Figure 6: Convergence rates for position x. The samples came from results of MCMC
algorithm.

choosing burn-in phase. The burn-in factor represents the number of samples needed at
the beginning for the Markov chain to actually reach the search state where it is sam-
pling from the target distribution. These initial samples are discarded and not used for
inference. In our calculation the burn-in was fixed at 2000 iterations. This value was
chosen based on the numerical experiments as the number of iteration needed to reach
the target distribution with same approximation [20].The convergence R value vs. the
number of iteration for searched parameters presents Fig. 6. One can see that the 10000
iterations satisfy the convergence condition R ≈ 1.

3.1 Forward dispersion model

A forward dispersion model is needed to calculate the concentration CM
i at the points

i of sensors locations for the tested set of model parameters M at each Markov chain
step. As a testing forward model we selected the fast-running Gaussian plume dispersion
model [18],[19].

The Gaussian plume dispersion model for uniform steady wind conditions can be
written as follows:

C(x, y, z) =
q

2πσyσzV
exp

[
−1

2

(
y

σy

)]
× (20)

{exp

[
−1

2

(
z − H

σz

)2
]

+ exp

[
−1

2

(
z + H

σz

)2
]
}

where C(x, y, z) is the concentration at a particular location, V is the wind speed
directed along x axis, q is the emission rate or the source strength and H is the height of
the release; y and z are the distance along horizontal and vertical direction, respectively.
In the equation (20) σy and σz are the standard deviation of concentration distribution
in the crosswind and vertical direction. These two parameters were defined empirically
for different stability conditions in [21] and [22]. In this case we restrict the diffusion
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Figure 7: Posterior distribution as inferred by the Bayesian event reconstruction for all
applied algorithms for x parameter. Posterior distributions were averaged based on the
data for all time steps. Vertical lines represent the target x value.

to the stability class C (Pasquill type stability for rural area). Thus, in creation of the
synthetic data we have fixed these coefficients as:

σy = 0.22x · (1 + x · 4 · 10−5)−0.5, σz = 0.2x. (21)

However, we assume in scanning algorithm that we do not know exact behavior of
the plume and consider those coefficients as not completely known. Thus, the parameters
σy,σz are taken as:

σy = ζ1 · x · (1 + x · 4 · 10−5)−0.5, σz = ζ2 · x (22)

where values ζ1 and ζ2 are sampled by scanning algorithm within interval [0, 0.4].
The size of the sampling interval is directly related to the choice of Pasquill Stability
Class [21].
To summarize, in this paper the searched model’s parameters’ space is

M ≡ M(x, y, q, ζ1, ζ2) (23)

where x and y are spatial location of the release, q release rate and ζ1, ζ2 are stochastic
terms in the turbulent diffusion parameterization given in (22).

3.2 Results

All algorithms described in chapter 2.6 have been tested on the same synthetic data set.
Figs. 7, 8 and 9 presents the results of calculation with use of all four above described
algorithms for x, y and ζ1 parameters. Presented distributions were calculated based on
the scanning algorithms results from all time steps and all generated samples.

One can see from Figs. 7 and 8 that the classic MCMC algorithm have some the
unwanted samples of x and y in ranges x ∈ (1000, 1200) y ∈ (2000, 3000) and marks
them with a bit higher probability. MCMC prior to SMC algorithm also shows some
local minima but with a lower probability value. At the same time all other algorithms
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Figure 8: Posterior distribution as inferred by the Bayesian event reconstruction for all
applied algorithms for y parameter. Posterior distributions were averaged based on the
data for all time steps. Vertical lines represent the target y value.
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Figure 9: Posterior distribution as inferred by the Bayesian event reconstruction for all
applied algorithms for ζ1 parameter. Posterior distributions were averaged based on the
data for all time steps. Vertical lines represent the target ζ1 value.
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Figure 10: Posterior distribution as inferred by the Bayesian event reconstruction for
all applied algorithms for ζ2 parameter. Posterior distributions were averaged based on
the data for all time steps. Vertical lines represent the target ζ2 value.

reach the target value of x and y with a quite smooth and balance empirical distributions.
The same in seen for the ζ1 parameter (Fig. 9), but here the Classical MCMC algorithm
do not mark the target value of ζ1 as the most probable, while all other algorithms
successfully hit its target value. The reason of the high peek in the histograms presented
in Fig. 8 is that y is the crosswind direction, and applied model is quite sensitive to this
parameter. In contrast, all methods do not find the target value of the ζ2 parameter
(Fig. 10) being responsible for the dispersion in vertical direction. We do not consider
the probability of the release rate distribution, as far it was changing during creation of
the synthetic data.

Figs. 11 and 12 presents the probability distributions of x parameter obtained in
subsequent time steps by classic MCMC and SMC via Rejuvenation and Extension, re-
spectively. One can see that in case of SMC via Rejuvenation and Extension algorithm
with time the probability of the target value is reached with higher probability. Whereas
in classic MCMC algorithm we observe unwanted peaks at each time step. With subse-
quent time steps, the algorithm MCMC prior to SMC via Rejuvenation and Extension
eliminates samples with small weights, thus improves the quality of the desired distribu-
tion (e.g. local maximum is reduced to x ∈ (4000, 5000) ). Confirmation of vanishing
samples with small weights can be seen in Fig. 13. In first time step we can observe some
outliers, while in the following steps their are discarded. A similar situation occurs for
algorithms MCMC prior to SMC via Maximal Weights and MCMC prior to SMC.

4 Final conclusions

We have presented a methodology to localize a source causing an area contamination,
based on a set of downwind concentration measurements. The method combines Bayesian
inference with sequential Monte Carlo techniques and produces posterior probability dis-
tributions of the parameters describing the unknown source. The approach successfully
provide the solution to the stated inverse problem i.e. having the downwind concentra-
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Figure 11: Posterior distribution of x parameter in subsequent time steps for classic
MCMC algorithm. Vertical line represents the target value of x.
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Figure 12: Posterior distribution of x parameter in subsequent time steps for MCMC
prior to SMC via Rejuvenation and Extension algorithm. Vertical line represents the
target value of x.
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Figure 13: Scatter plot of all samples in subsequent time steps for MCMC prior to SMC
via Rejuvenation and Extension algorithm. Squares represents the sensors.

tion measurement and knowledge of the wind field algorithm founds the most probable
location of the source.

We have examined various version of the Hybrid SMC with MCMC algorithms i.e.
classic MCMC, MCMC prior to SMC, MCMC prior to SMC via Rejuvenation and Ex-
tension, MCMC prior to SMC via Maximal Weights in effectiveness to estimate the
probabilistic distributions of searched parameters. We have shown the advantage of the
algorithms that in different ways use the source location parameters probability distri-
butions obtained basing on available measurements to update the marginal probability
distribution. As the most effective we pointed the modifications of MCMC prior to SMC.

The stochastic approach used in this paper is completely general and can be used in
other fields where the parameters of the model best fitted to the observable data should
be found.
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Generalized autosort FFT framework

Micha l Lenarczyk∗
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Abstract

In this article, the design of a mixed radix fast Fourier transform (FFT) algorithm
is presented. The algorithm is general enough to be able to perform both deci-
mation in time and decimation in frequency decompositions, and has some other
advantages. It is argued it best fits signal processors, mainly because of small
code footprint and efficient use of modulo addressing modes available on some
DSP architectures.

1 Introduction

Among many methods for efficient computation of the discrete Fourier transform,
DFT, the algorithm known as the fast Fourier transform is of greatest importance.
Given data of composite size, MN , the discrete Fourier transform of the data
can be reexpressed in terms DFT’s of orders M and N repeated N and M times,
respectively, which requires evaluation of MN(M+N) terms as opposed to (MN)2

when using direct formula, and this count can be further reduced by factoring M
and/or N into even smaller numbers. The factorization can be done in arbitrary
way, but two cases are especially useful : these are referred to as ”decimation in
time” and ”decimation in frequency”. Thus, the FFT computes the transform of
composite order by a sequence of smaller transforms whose sizes are its divisors.

This approach became widely used after the famous publication of Cooley and
Tukey [1] who obtained the decimation in time method for arbitrary factorizations
of the transform order (mixed radix), giving special attention to the case where the
order is a power of 2 (i.e., radix 2). Gentleman and Sande [2] found the alternative,
decimation in frequency form and also showed how reordering of data can be
avoided given auxiliary storage, which is the first reported autosort framework. A
particularly efficient algorithm known as ”split radix” was proposed by Duhammel
and Hollman [3] which is present state-of-the-art for orders containing factors 4.
Of particular research interest is the adaptation of the FFT for efficient execution
in vector and distributed processing architectures. More details on this subject
can be found, e.g. in the handbook by Van Loan [9].

FFT efficiency has traditionally been measured in terms of arithmetic opera-
tions involved in its execution - the total number of multiplications, of multiplica-
tions and additions, or the greater of the two counts (see, for instance, [4]). It is

∗The algorithm was developed in the time when the author was with AGH University of
Science and Technology, Kraków
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meaningful when the cost of these operations is dominant, which was the case in
early computer architectures where especially multiplications were time consum-
ing, and is still applicable to digital signal processors which are able to perform
arithmetic calculations in parallel with other operations such as memory access,
looping / execution flow, and pointer updates, which effectively come at no cost.
However, in most modern general purpose architectures with slow memory and fast
ALU and cache, structural overhead and memory access present a nonnegligible
cost, and counting arithmetic operations may not reflect actual performance.

Recently, gains in performance have been achieved mainly by the use of larger
DFT modules that can be highly optimized by hand coding. This can be viewed as
roughly equivalent to loop unrolling. Decomposition into larger radices that need
not be prime, has the advantage of having fewer stages, but the resulting programs
tend to be large. For example, the popular software package created by Frigo and
Johnson [5] uses ”small” DFT modules of orders up to 64 using straightforward
code with no loop structure. A similar approach led Van Buskirk [6] to improve
the code of split radix and reduce the number of required multiplications, which is
so far the lowest known count (more details on the method, which does not require
unrolling, can be found in [7]).

While the pursuit of the lowest possible count of additions or multiplications is
interesting from theoretical point of view, the approach of using large, optimized
modules is neither practical nor well suited for implementation on signal processors
(DSP’s). Firstly, these processors usually are limited in terms of program memory ;
secondly, DSP’s have very low structural overhead (typically in the range 3-15%
[8]), which questions the sense of loop unrolling. For example, implementation
of the single 64-point DFT code with Van Buskirk’s optimization requires 912
additions and 240 multiplications, the amount that exceeds the capacity of small
DSP’s with only a few kilowords of program memory. Even for devices with large
internal memory, its amount puts a practical limit on the number of elementary
DFT modules of only a few smallest orders. On the other hand, various signal
processing architectures provide specific features that allow writing efficient FFT
programs that are compactly structured as well.

This article introduces a general, out-of-place, mixed-radix framework for FFT
that combines autosort property with the ability to incorporate linear time and
frequency shifts, which can be useful e.g. for centering the spectrum or for phase
rectification. The generality of the algorithm allows it to be configured both in
the decimation in time and decimation in frequency manner. A link is made to
practical machine implementation issues with emphasis on DSP architectures ; in
particular, a novel normalization scheme is proposed for fixed-point arithmetic.
The algorithm is accompanied with a proof of concept implementation in C for
verification and preliminary analyses. The code has a very small footprint, as it
only contains a single generic version of DFT of arbitrary order, plus an optional
routine for setting up the FFT structure at run time. When implemented in native
assembly, the algorithm could complement library support of some DSP families
that only supply code for FFT of radix 2.

It should be pointed out that DFT with shifted indices was first proposed by
Bongiovanni et al. [10] who termed it ”generalized discrete Fourier transform” ;
quite recently, generalization to nonlinear phase DFT was proposed (see Akansu
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and Agirman-Tosun [11]) but is, however, not as yet permitted in this framework.
The derivation for the algorithm and analysis of its properties is presented in

the next section. Section 3 considers practical implementation aspects. Finally,
some concluding remarks are stated in section 4.

2 Theory and interpretation

This section focuses on how the FFT is obtained and discusses some of its prop-
erties, starting with facts well known from literature. After deriving the basic de-
composition and its forms in the first paragraph, data arrangement and ordering
is studied in paragraph 2.2 where an intuitive three-dimensional array interpreta-
tion is presented. Generalization of the DFT is introduced in paragraph 2.3 that
allows to incorporate linear time and frequency shift into the body of the FFT,
and in particular, to avoid explicit multiplication by twiddle factors. The last
paragraph 2.4 considers scaling issues in the context of fixed-point arithmetic and
proposes a novel approach to this question.

2.1 Derivation of the FFT

Given a signal of composite size MN , the discrete Fourier transform sum

x̂k =

MN−1∑

n=0

xnω
nk (1)

where ωnk = e−i
2π
MN nj can, by substitution of Nm+ n and Mk + j for original n

and k, respectively, be expressed as a double summation :

x̂Mk+j =

N−1∑

n=0

M−1∑

m=0

xNm+nω
(Nm+n)(Mk+j)

=

N−1∑

n=0

M−1∑

m=0

xNm+nω
NmjωnjωMnk

(2)

The innermost sum of the terms xNm+nω
Nmj can be recognized as an M -point

DFT over the decimated signal with argument m and offset parameter n. The
outer summation is an N -point DFT over the outcome of the former transform
multiplied by trigonometric phase shift coefficients ωnj which are customarily re-
ferred to as twiddle factors, a term introduced by Gentleman and Sande [2]. Each
DFT sequence spanning every possible value of the parameter which is not the
index of summation will be referred to as DFT pass. The count of terms included
in the double summation can be estimated as M2N for the inner and MN2 for
the outer pass, which gives the overall formula MN(M +N) for the total number
of terms in both DFT passes. Considering the number of multiplications, the one-
time scaling by twiddle factors requires additionally MN complex multiplications,
which results in a total count of MN(M + N + 1) complex multiplications. The
increase can be avoided if the twiddle factors are absorbed in the computation of
either of the two DFT’s. This idea is elaborated in paragraph 2.3 of this section.
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If either of the numbers M or N is composite, further decomposition is possible
and highly composite orders can be decomposed into prime factors in many ways.
However, if at every step, the decomposition is made such that one selected dimen-
sion is always prime (or a number accepted as radix, e.g. 4), then an especially
regular structure of the algorithm is obtained. If, at every step, M is prime (or
non-decomposable) then the decimation in time results (the name reflecting the
fact that decimated time index m and contiguous frequency index j are split into
pairs of new indices in next pass) ; on the other hand, if the same is assured for N ,
then the decimation in frequency is obtained (decimated frequency index k and
contiguous time index n are split further) - following the naming convention intro-
duced in [12]. The resulting forms of the equation are equivalent ; the distinction
concerns the association of the twiddle factors with either of the DFT passes. In
case of decimation in time, multiplication by twiddle factors affects input before
running the next DFT pass, whereas in decimation in frequency, the output of the
DFT pass is multiplied. Apart from having some impact on implementation, the
two approaches are identical.

In the following we consider the problem of composite order N0 =
∏L
l=1Ml

with radix Ml in pass l and set Nk =
∏L
l=k+1Ml so that the factorization at l-th

level of decomposition is Nl−1 = MlNl. It can be shown that in this case the
overall complexity reduces to N0 ×

∑
lMl = (

∏
lMl)× (

∑
lMl) [1].

Following this convention, the first step of decomposition is N0 = M1N1 and
for decimation in time the following index split is performed

n0 = M1n1 +m1, n1 = 0, . . . , N1 − 1,m1 = 0, . . . ,M1 − 1

k0 = N1j1 + k1, k1 = 0, . . . , N1 − 1, j1 = 0, . . . ,M1 − 1
(3)

or, for arbitrary level of decomposition l

nl−1 = Mlnl +ml, nl = 0, . . . , Nl − 1,ml = 0, . . . ,Ml − 1

kl−1 = Nljl + kl, kl = 0, . . . , Nl − 1, jl = 0, . . . ,Ml − 1
(4)

which yields the formula for the first stage of FFT as follows :

x̂N1j1+k1 =

M1−1∑

m1=0

N1−1∑

n1=0

xM1n1+m1
ωM1n1k1ωm1k1ωN1m1j1 (5)

Note the subscripts of indices m, n, j and k in (3) and (4) refer to the level of
decomposition. For decimation in frequency, the following index split is applied :

n0 = N1m1 + n1, n1 = 0, . . . , N1 − 1,m1 = 0, . . . ,M1 − 1

k0 = M1k1 + j1, k1 = 0, . . . , N1 − 1, j1 = 0, . . . ,M1 − 1
(6)

and, generally,

nl−1 = Nlml + nl, nl = 0, . . . , Nl − 1,ml = 0, . . . ,Ml − 1

kl−1 = Mlkl + jl, kl = 0, . . . , Nl − 1, jl = 0, . . . ,Ml − 1
(7)

leading to the following form of the first stage of FFT :

x̂M1k1+j1 =

N1−1∑

n1=0

M1−1∑

m1=0

xN1m1+n1
ωN1m1j1ωn1j1ωM1n1k1 (8)
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2.2 Arrangement and indexing of data

The index split introduced in the previous section can be interpreted in terms of
arrangement of the input array in two dimensions. Let the prime symbol ′ denote
the operation of forming an array with two index variables replacing the single
index of the original sequence such that, for input array x :

x′(n1,m1)
= xM1n1+m1

(9)

Then the double summation formula in equation 5 (DIT form) becomes

M1−1∑

m1=0

N1−1∑

n1=0

x′(n1,m1)
ωM1n1k1ωm1k1ωN1m1j1 (10)

which is equivalent to a two-dimensional discrete Fourier transform over an N×M
array, except for the intervening twiddle factors. Recall that in decimation in time,
n is the decimated (by N) and m the contiguous index. From (5) it can be observed
that the corresponding output indices are used in reverse order : k is contiguous
and j decimated (by M). Therefore, the output can be reinterpreted as a M ×N
array x̂′ with the following indexing :

x̂′(j1,k1) = x̂N1j1+k1 (11)

Consequently, one step of DFT factorization transposes data interpreted as a two
dimensional array.

Consider now the second level of decomposition according to decimation in
time approach. By posing n1 = M2n2 + m2 and k1 = N2j2 + k2 it is possible
to define x′′, a three-dimensional array indexed x′′(n2,m2,m1)

= xM1M2n2+M1m2+m1

and x̂′′, indexed x̂′′(j1,j2,k2) = x̂N1j1+N2j2+k2 . It is no longer possible to recover
the output by a simple transposition : the result of two level decomposition is a
superposition of two transpositions applied to different array formats.

A full decomposition into L factors would yield L-dimensional input array x(L)

indexed with an addressing sequence

(mL,mL−1, . . . ,m2,m1) (12)

corresponding to the unidimensional data index M1M2 · · ·ML−1mL+. . .+M1m2+
m1 , and x̂(L), addressed

(j1, j2, . . . , jL−1, jL) (13)

corresponding to N1j1 + N2j2 + . . . + NL−1jL−1 + jL . The addressing sequence
of the input and output are reversed, which can be accomplished in two ways.

Cooley’s in-place algorithm [1] did not change index order before and after each
pass, and required reordering of data samples, either before or after execution of
the algorithm. The special case he considered where the radix is 2 can efficiently be
done on binary machines that allow reversal of bits (some processors even feature
reverse-carry addressing mode which obviate bit reversal).

Sande [2] realized the possibility of absorbing the transpositions in the course
of subsequent DFT passes, to undo the effect of decompositions, at the cost of
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auxiliary storage. The algorithm presented in this paper follows the same au-
tosort approach, since, being inherently out-of-place, it immediately satisfies the
requirement for additional storage.

Consider the first level of decimation in time decomposition, and define the
intermediate array y′, such that :

x̂′(j1,k1) =

M1−1∑

m1=0

y′(k1,m1)
ωm1k1ωN1m1j1 (14)

and

y′(k1,m1)
=

N1−1∑

n1=0

x′(n1,m1)
ωM1n1k1 (15)

In the above decomposition, the output y′ of the inner DFT sum has the same
addressing as input, whereas the outer DFT performs transposition according to

(k1,m1)→ (j1, k1)

In the second level of factorization, the intermediate array y′ from (15) is replaced
by a new 3-dimensional array y′′ as follows :

y′′(j2,k2,m1)
=

M2−1∑

m2=0

z′′(k2,m2,m1)
ωM1m2k2ωM1N2m2j2 (16)

z′′(k2,m2,m1)
=

N2−1∑

n2=0

x′′(n2,m2,m1)
ωM1M2n2k2 (17)

where a new intermediate array z′′ is introduced and again the inner DFT does
not change the addressing and the outer DFT transposes the output according to :

(k2,m2,m1)→ (j2, k2,m1)

By following the above procedure, a full decomposition defined by the input
addressing (12) and output addressing (13) would be obtained. It is not necessary,
however, to expand the data into L dimensions. By considering the addressing of
intermediate results of consecutive DFT passes from (12) to (13),

( mL, mL−1, mL−2, . . . , m2, m1 )
( jL, mL−1, mL−2, . . . , m2, m1 )
( jL−1, jL, mL−2, . . . , m2, m1 )
( jL−2, jL−1, jL, . . . , m2, m1 )

...
...

...
...

...
( j1, j2, j3, . . . , jL−1, jL )

it can be observed that, at every pass, the address sequence consists of indices of
three kinds : the already transformed indices j, the as yet untransformed indices
m and the single index ml that is subject to transformation in the present pass l.
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Therefore, it suffices to use three indices for every pass. Denote by n the currently
transformed index ml, and collapse all remaining indices m into a single combined
index ~m and all j into ~j (either of which can be empty, namely, ~j is an empty
sequence in the first pass and ~m is empty in the last pass). Then, the following
transformation of addressing sequence is applied along with DFT computation :

(~j, n, ~m)→ (k,~j, ~m)

This leads to an elegant interpretation of the transform in terms of three-dimensional
arrays with indices j, n and m. The dimensions must be defined anew in every
DFT pass ; the index k from the previous pass is fused into the index ~j and a new
n is extracted from the untransformed index sequence ~m.

As a final remark, all the above results remain valid for decimation in frequency
decomposition, except that the sequence of indices of the input and output (as well
as any intermediate output from any DFT pass) is reversed. This case is depicted
on the ”butterfly” diagram of Fig. 1, and on Figs. 2–5, which illustrate shape
transformations carried out in each DFT pass.

[0] [0]

[1] [1]

[2] [2]

[3] [3]

[4] [4]

[5] [5]

[6] [6]

[7] [7]

[8] [8]

[9] [9]

[10] [10]

[11] [11]

[12] [12]

[13] [13]

[14] [14]

[15] [15]

Figure 1: Autosort FFT flow diagram for N0 = 16. Weight labels are omitted
for clarity. Note the irregular butterfly structure of the first three passes due to
transposition of output. The last pass is computed without transposition and
hence its regular shape.

2.3 Generalized transform framework

Because twiddle factors only contribute insignificant amount of computation, they
are usually applied as a separate stage between DFT passes, permitting deep op-
timization of DFT modules which are the core of the algorithm [5]. The algorithm
discussed is deliberately not optimized for selected radix values but made as gen-
eral as possible. As a result, the twiddle coefficients are not applied as a separate
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Figure 2: FFT for N0 = 16, pass 1 (left : input, right : transposed output). In all
cases, the transform is applied along the decimating vertical index n and results
in horizontal output index k.
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Figure 3: FFT for N0 = 16, pass 2 (left : input, right : transposed output)

scaling stage but incorporated into the trigonometric coefficients of one of the
neighbouring DFT passes. Again, it is possible to merge the coefficients either
into the inner or the outer loop. In what follows we focus on the latter case, the
former being analogous.

Let us reexpress formula (14) as follows :

x̂′(j1,k1) =

M1−1∑

m1=0

y′(k1,m1)
ωm1(N1j1+k1) (18)

The frequency index k1 which previously served as a replication parameter now
becomes a variable of the DFT pass, affecting the phase of the twiddle coefficients
applied in each DFT in a pass.

It is possible to absorb the twiddle factors into the body of inner DFT pass
if we consider a more general form of the DFT equation (which was introduced
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Figure 4: FFT for N0 = 16, pass 3 (left : input, right : transposed output)
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Figure 5: FFT for N0 = 16, last pass (left : input, right : transposed output).
Note in this case that the transposition does not affect sample ordering, which is
consistent with the shape of the last pass in Fig. 1.

in [10] and termed GFT, for ”generalized discrete Fourier transform”) :

x̂k =

N−1∑

n=0

xnω
(n+P )(k+Q) =

N−1∑

n=0

xnω
nk+Qn+Pk+PQ (19)

By the periodicity property of the signal and its spectrum, the above formula can
easily be verified to be equivalent to

x̂k−Q =

N−1∑

n=0

xn−Pω
nk (20)

which leads to interpretation of parameters P and Q as the time and the frequency
shift, respectively.

Equation 20 has the disadvantage that index shifted by a nonzero value exceeds
the usual range of definition 1 . . . N − 1. Implementation of periodic signals that
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are indexed in a range exceeding one period requires modulo addressing, to confine
the index to the range where storage for samples is defined. Modulo adressing is
assisted by hardware in some machines but most often requires software imple-
mentation, incurring some cost of execution time.

In what follows we turn to the form of equation 19 where x and x̂ are addressed
linearly. Considering the powers of ω = e−i2π/N0 , we easily note the periodicity
ωN0+n = ωn which permits use of tabulated values of constants ωn = ωn for n =
1 . . . N0 − 1 in place of calculating them during execution of the algorithm, which
is the most common approach. Access to ω constants must then be performed
modulo N0.

Let us begin with the initial DFT equation involving time shift P and frequency
shift Q, focusing only on the form of ω factors :

ω(n0+P )(k0+Q) = ωn0k0+Qn0+Pk0+PQ (21)

Applying first level of decomposition (3) yields

ω(M1n1+m1+P )(N1j1+k1+Q) = ωM1n1(k1+Q) × ω(m1+P )(N1j1+k1+Q) (22)

a formula for trigonometric constants applied : ωM1n1(k1+Q) for the inner DFT
pass and ω(m1+P )(N1j1+k1+Q) for the outer DFT pass. It is worthwile to observe
that, given arbitray initial shifts P and Q, only frequency shift is propagated to
the next (inner) level of decomposition, the time shift being absorbed in the outer
DFT which is the last pass of the overall decomposition. Recursively applying the
above decomposition, a structure composed only of DFT with time and frequency
shift is obtained, and no intervening twiddle stage is required. It should be noted
that the form of (22) is not a unique solution of decomposition (5) and many
equivalent splits can be considerd which could be a subject of a separate study.

2.4 Scaling

The classical definition of the discrete Fourier transform pair is

x̂k =

N−1∑

n=0

xnω
nk ↔ xk =

1

N

N−1∑

n=0

x̂nω
−nk

For practical implementation in fixed point arithmetic, it is necessary to include
the normalizing factor N−1 in the forward rather than inverse formula, so that
input of samples from a fixed interval, e.g. (−1,+1), yields output bounded to the
same range. Additionally, this scaling must be performed incrementally during
the computation to prevent exceeding the maximum range at every stage.

Some signal processors have built-in scaling modes, allowing data to be scaled
up or down during load or store by a factor of 2 through a simple bit shift. This
proves particularly helpful for radix 2 fast Fourier algorithms allowing scaling to
be effectuated within every pass. Good noise properties are achieved because
intermediate results can make use of the full range of values allowed by the size of
data words so that impact of digit truncation is minimal.
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A similar feature is difficult to implement in the general mixed radix setup
where each pass can be a DFT of a different order, and hence the normalizing
factor can be arbitrary. Applying the scaling by the current DFT order would
cost an additional real-complex multiplication of all values in every pass.

The algorithm described in this article has the property that in every DFT
pass, all samples are multiplied by trigonometric factors exactly once. This leads
to the observation that every output sample is a result of a process composed of L
consecutive multiplications by some power of ω, where |ω| = 1. To take advantage
of this fact, a new vector of scaled trigonometric constants is defined :

ωS = N−
1
L × ω

The scaling can be verified to produce, after L passes, an overall factor of

|ωS |L =
∣∣∣
(
N−

1
L × ω

)∣∣∣
L

= N−1 × |ω| = 1

N

Since N =
∏
lMl, the constant N

1
L is the geometric mean of primary orders Ml.

It is easy to verify that, by chosing, in consecutive passes, DFT orders Ml from

smallest to largest, the property
∣∣∣
∑Ml

n xnω
nk
S

∣∣∣ ≤ 1 for |xn| ≤ 1 is assured.

The choice of the the above scaling approach is a compromise between rescaling
the input by N−1 once before execution (not acceptable due to excessive loss in
signal to noise ratio) and scaling in each pass by M−1l which allows tight match of
the range (−1,+1) for output at the cost of additional complexity. It can be seen
that when the transform order is a product of factors of very different magnitude,
the factor N

1
L is significantly smaller than 1 causing dynamic range compaction

when small DFT’s are executed in early passes and a degradation of signal to noise
ratio. This fact must be taken into consideration when selecting the order of the
transform. In most cases, the order can be decomposed into many small primes,
in which case the algorithm should assure a good noise-performance balance.

3 Description of algorithm

This section provides details important for implementation. The algorithm has
the following properties :

1. general mixed radix, out-of-place structure with one scratch array which is
used together with the target output array on an alternating basis

2. employs the generalized framework described in section 2.3, allowing computa-
tion of FFT with time and frequency shift, and execution of both decimation
in time and decimation in frequency structures

3. allows (but does not require) execution of autosort algorithm whereby the in-
termediate results are stored with transposition, to yield final result in natural
order

4. has an optional scaling mode allowing the implementation in fixed range arith-
metic

In the first paragraph the structure of the algorithm is described and in the
second some preliminary performance metrics invoked.
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3.1 Structure

The algorithm has a standard structure of four nested loops in each pass. They
are discussed beginning with the innermost loop.

Loop over n : This loop calculates the scalar product
∑N−1
n=0 xa(n)ωb(n), where

addressing a(n) = Kxn+Lx is linear and b(n) = Kωn+Lω circular (modulo N0).
Parameters Kx, Lx,Kω, Lω are provided from the containing loop.

Loop over k : The outcome of the previous loop is a single Fourier coefficient,
and execution over k = 1 . . . N − 1 yields the full spectrum. The result is assigned
to output x̂c(k) with linear addressing c(k) = Kx̂k+Lx̂. In every pass of the loop,
the parameters passed to the inner loop Kx, Lx are supplied from the outer loop
and Kω, Lω are found according to

{
Kω(k) = (KK,ωk + LK,ω) mod N0

Lω(k) = (KL,ωk + LL,ω) mod N0

Loop over j : Here the index j spans the already transformed dimensions of
the full decomposition as discussed in paragraph 2.2. The single DFT defined by
the loop over k is repeated for every value of j with parameters found according
to 




Kx(j) = KK,xj + LK,x
Lx(j) = KL,xj + LL,x
Kx̂(j) = KK,x̂j + LK,x̂
Lx̂(j) = KL,x̂j + LL,x̂

KK,ω(j) = (KK,K,ωj + LK,K,ω) mod N0

KL,ω(j) = (KK,L,ωj + LK,L,ω) mod N0

LK,ω(j) = (KL,K,ωj + LL,K,ω) mod N0

LL,ω(j) = (KL,L,ωj + LL,L,ω) mod N0

Loop over m : In this loop, m is the replication index for which the same
structure (in terms of trigonometric constants) is applied to successive slices of the
data interpreted as array in three dimensions. Therefore, the index only affects
the addressing of inputs and outputs as follows :





KK,x(m) = KK,K,xm+ LK,K,x
KL,x(m) = KK,L,xm+ LK,L,x
LK,x(m) = KL,K,xm+ LL,K,x
LL,x(m) = KL,L,xm+ LL,L,x
KK,x̂(m) = KK,K,x̂m+ LK,K,x̂
KL,x̂(m) = KK,L,x̂m+ LK,L,x̂
LK,x̂(m) = KL,K,x̂m+ LL,K,x̂
LL,x̂(m) = KL,L,x̂m+ LL,L,x̂
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Execution of pass l : The master loop executes the sequence of passes and uses
tabulated values of the parameters defined above (there are 8 parameters defined
per each of the three arrays x, x̂, ω). A separate routine is used to precompute the
parameters according to the chosen structure. For example, the following choice
of parameters is used to obtain a decimation in frequency, autosort structure for
arbitrary factorization {Ml, l = 0, . . . , L} :

KK,K,x = 0 KK,K,x̂ = 0 KK,K,ω = 0

KK,L,x = 0 KK,L,x̂ = 0 KK,L,ω =
∏l−1
r=1Mr

KL,K,x = 0 KL,K,x̂ = 0 KL,K,ω = 0
KL,L,x = 1 KL,L,x̂ = 1 KL,L,ω = 0
LK,K,x = 0 LK,K,x̂ = 0 LK,K,ω = N0/Ml

LK,L,x =
∏l−1
r=1Mr LK,L,x̂ = N0/Ml LK,L,ω = 0

LL,K,x = N0/Ml LL,K,x̂ =
∏l−1
r=1Mr LL,K,ω = 0

LL,L,x = 0 LL,L,x̂ = 0 LL,L,ω = 0

for all except L-th pass, where the parameter KK,L,ω is set to zero and the re-
maining parameters are the same.

If time and frequency offset are desired, then the parameters for ω should be
changed according to the formulas from paragraph 2.3. In general, however, the
parameters as found using the formulas in this paper lead to only some of the
parameters that are nonzero. Since these parameters are determined uniquely,
there exists a potential for further generalization, which can be an interesting
subject of study. One seemingly achievable result is Good’s prime factor algorithm,
but for this, a modification of the implementation is required to allow modulo
addressing of input and output arrays.

3.2 Complexity

The algorithm, derived and implemented in its full generality, compares infavor-
ably with highly optimized algorithms like the popular FFTW library [5] when
speed is considered. Preliminary implementation tests executed on an Intel x86
machine in a single processor core show that the FFTW is 3 to 6 times faster (see
Table 1), the difference being smallest for factorizations into large primes (combi-
nations of 17, 19 and 23 were considered) which it executes using generic routine
and largest for orders being powers of 2 which are performed by highly optimized
modules. This is not surprising, given the generalized structure in which all mul-
tiplications are performed directly regardless of whether they are trivial or not.
On general purpose architectures (such as the Intel x86), all operations involved
in the algorithm contribute to the exection time.

Table 2 shows the breakdown of the algorithm into elementary operations in-
volved in its execution, per each of the loops from the innermost (over n) to the
outermost (over m) that make up one pass.

To analyse the workload it is sufficient to consider the innermost loop, over n,
which has a dominant impact. The loop iterates Ml times ; the containing loop
over k also iterates Ml times and the two outer loops in combination make N0/Ml

repetitions, which makes a total of N0 ×Ml iterations of the innermost loop per
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Table 1: Comparison of execution times of proposed algorithm and FFTW. Mean
times and standard errors measured in microseconds. Observed measurement vari-
ability is due to processor speed stepping.

Proposed FFTW
Size Factorization t̄ SE t t̄ SE t ratio

512 29 1055 5,8 177 2,9 5,96
1024 210 1519 731,8 284 122,8 5,35
2048 211 2150 3,5 385 2,7 5,58
323 17 · 19 462 169,1 154 60,6 2,99
391 17 · 23 1001 2,5 267 1,3 3,75
437 19 · 23 1158 2,3 323 2,4 3,59
289 172 654 2,0 168 1,3 3,9
361 192 888 2,0 228 0,7 3,89
529 232 1552 148,1 412 0,7 3,76
7429 17 · 19 · 23 11679 24,9 3460 17,1 3,38
4913 173 6764 8,5 2155 8,1 3,14
6859 193 10471 13,9 3237 14,1 3,23
240 24 · 3 · 5 190 38,4 46 7,2 4,11
300 22 · 3 · 52 458 59,8 106 12,8 4,31
320 26 · 5 585 5,1 112 0,1 5,23
350 2 · 52 · 7 554 1,4 156 0,6 3,54
400 24 · 52 653 131,2 137 25,0 4,77
450 2 · 32 · 52 359 74,4 125 22,8 2,88
500 22 · 53 741 106,0 185 23,5 4,01
600 23 · 3 · 52 1053 1,2 265 18,4 3,98
700 22 · 52 · 7 637 234,1 204 64,7 3,12
800 25 · 52 860 255,0 199 50,1 4,31
900 22 · 32 · 52 1542 171,1 437 47,4 3,53
1000 23 · 53 1171 514,1 320 132,8 3,66

Table 2: Operation counts per iteration

Operation n-loop k-loop j-loop m-loop

real multiply-accumulate 4 0 0 0
linear address update 1 1 4 8

circular address update 1 2 4 0
data word read 4 0 0 0
data word write 0 2 0 0
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pass. In each iteration, a complex multiply-accumulate operation is performed,
which amounts to 4 multiplies and accumulations, assuming real-imaginary repre-
sentation of complex data stored in a single data word per each part. Consequently,
four data reads are required to fetch the real and imaginary part of the input data
and the trigonometric coefficients. In most DSP architectures, a data transfer can
be performed in parallel with the multiply-accumulate operations ; sometimes, it is
even possible to perform two reads or a double/quad word read. It is also common
in DSP to be able to offset data pointers in parallel with arithmetic operation and
data read. If a given architecture features modulo addressing, the circular address
can be updated with no cost, otherwise the range check and possible index wrap
will contribute to the execution time. The result is written back after the inner
loop completes the calculation of the Fourier coefficient and is done in the body
of the k-loop.

From the above it is clear that the execution time is determined by arithmetic
instructions. The algorithm’s speed could be improved by reducing their number.
FFTW library uses a technique involving discrete Hartley transform to halve the
number of multiplications required by computing two coefficients at a time. This
partly accounts for the difference in execution speed between the library and the
implementation of the presented algorithm ; an additional difference comes from
the fact that FFTW avoids the problem of addressing trigonometric constants by
expanding the table of all nontrivial coefficients at the cost of (Ml − 1)2 memory
words per pass l. In the algorithm presented, the generalized configuration in which
ω factors can occur in any power prevents direct application of the mentioned
technique which requires deeper study. Some known improvements, such as for
real, real-odd and real-even transforms could be applied directly ; others, however,
are incompatible with the framework’s mixed-radix and generalized design.

The major advantage of the proposed algorithm is its small code footprint.
Compiled for Intel x86, object binaries have a size of less than 16 KB, whereas
FFTW library by far exceeds 500 KB. This aspect may be of key importance in
many cases.

4 Concluding remarks

The algorithm presented in this article is a generalized FFT framework which also
has autosort capability. In its full generality, it is able to implement many of the
structures and decompositions proposed in the past. The derivations presented
are implemented in the form of a test program which is available from the author.
The advantages of the algorithm are its simplicity (only a single version to execute
all permitted structures), which translates into a small code footprint, and the
flexibility it offers. However, preliminary tests show that the implementation is
inferior in terms of speed when compared with a state of the art industry imple-
mentation. Some acceleration techniques could be considered but require further
study.

A true test for the algorithm would be an attempt to run it in a DSP en-
vironment, where it could take advantage of circular addressing modes it makes
extensive use of, and where structural overhead is small. The incremental scaling
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option which comes at no performance cost makes it directly applicable in the
most typical case where fixed point arithmetic is required. It is interesting to see
how this approach would perform from the perspective of noise - which was not
considered in this paper because of the fact that floating point implementation
is known [2] to behave in the opposite way, i.e., direct formula implementation
results in higher noise than the fast algotithm. The author plans to elaborate this
aspect in the future.
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Abstract

In the article we consider a problem of simultaneous deleting continuous variables
and merging levels of factors in linear model. We propose a backward selection
procedure called DMR in two variants: the �rst is similar to the backward step-
wise regression and the second, faster implementation combines the agglomerative
clustering of levels of factors with ranking regressors by squared t-statistics. In
the paper we show that our algorithm is consistent. For the formulated problem
we also propose a generalization of performance measures such as sensitivity and
speci�city. We present a simulation study, which shows substantial advantage of
DMR over other methods described in the literature.

Keywords: ANOVA; Bayes Factors; GIC; Hierarchical clustering; Merging lev-
els; QR decomposition; Sensitivity; Similarity; Speci�city; T-statistic; Variable
selection.

1 Introduction

Model selection is usually understood as selection of explanatory variables. How-
ever, when a categorical predictor is considered, in order to reduce model's com-
plexity, we can either exclude the whole factor or merge its levels.

A traditional method to examine the relationship between a continuous re-
sponse and categorical variables is analysis of variance (ANOVA). However, ANO-
VA answers only a question of the overall importance of a factor. The next step
of the analysis are pairwise comparisons of group means within important factors.
Typically post-hoc analysis such as Tukey's honestly signi�cant di�erence (HSD)
test or multiple comparison adjustments (Bonferroni, Sche�e, Hochberg) is used.
A drawback of pairwise comparisons is non-transitivity of conclusions.

As a motivating example, let us consider data Cars93 from R library MASS. The
relationship between logarithm of fuel consumption and other characteristics of 81
cars is modeled. The dependence between the response and the number of cylin-
ders examined with the use of Tukey's HSD analysis (Figure 1) gives inconclusive
answers: β4 = β5, β5 = β6, but β4 6= β6.
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In the article we introduce a novel procedure called delete or merge regressors
(DMR), which enables e�cient search among partitions of factor levels, hence the
issue of non-transitivity does not occur. When applying DMR procedure to the
Cars93 data, the number of parameters is e�ciently diminished from 31 to 11
with no considerable loss in R2 (from 0.92 to 0.9), while a model received from the
stepwise backward model selection minimizing BIC implemented in the stepAIC

function in R has 14 parameters with R2 = 0.89.
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Figure 1: Results of Tukey's HSD.

The idea of partitioning a set of levels of a factor into non-overlapping subsets
has already been discussed in the literature. In the article [1], 1949, Tukey pro-
posed a stepwise backward procedure based on the Studentized range methods.
Other methods performing multiple comparison procedures, based on clustering
means in ANOVA, were described by Scott and Knott, 1974 [2], Calinski and
Corsten, 1985 [3] and Corsten and Denis, 1990 [4]. However, these methods do
not generalize directly to the problem with any number of factors.

Also the problem of simultaneous continuous variables selection and merging
levels of factors is present in the literature. A method introduced by Bondell and
Reich, 2009, [5] called collapsing and shrinkage ANOVA (CAS-ANOVA) solves
the problem with the use of the least absolute shrinkage and selection operator
(LASSO; Tibshirani, 1996, [6]), where the L1 penalty is imposed on di�erences
between parameters corresponding to levels of each factor. Gertheiss and Tutz,
2011, [7] proposed a modi�cation of CAS-ANOVA, which is more computationally
e�cient because of using the least angle regression (LARS; Efron et al., 2004, [8])
algorithm.

We propose a backward selection procedure called delete or merge regressors
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(DMR), which combines deleting the continuous variables with merging levels of
factors. The method assumes greedy search among linear models with a set of
constraints of two types: either a parameter for a continuous variable is set to zero
or parameters corresponding to two levels of a factor are set to equal each other.
DMR is a stepwise regression procedure, where in each step a new constraint is
added according to ranking of the hypotheses based on squared t-statistics. As a
result a nested family of linear models is obtained and the �nal decision is made
according to minimization of generalized information criterion (GIC).

Two variants of DMR are described in the article. The �rst, more greedy
version adapts agglomerative clustering, where squared t-statistics de�ne the dis-
similarity measure. This procedure generalizes concepts introduced by Ciampi et
al., 2008, [9] and Zheng and Loh, 1995, [10]. The second version assumes recalcu-
lation of t-statistics in each step, which causes loss in computational e�ciency.

In the paper we show that DMR algorithm is consistent. The time complexity
of the more greedy version of DMR is O(np2), where n is the number of obser-
vations and p is the number of parameters in the full model. We describe also a
simulation study and discuss a pertaining R package. The simulations show that
DMR is several hundred times faster with signi�cantly lower error of selection than
CAS-ANOVA.

The next problem considered in the article is determining the quality of perfor-
mance of model selection. Commonly used measures are for example true positive
rate (TPR) or false negative rate (FNR). In the literature [5], [7] a generalization
of these rates to the problem of partitioning factor levels can be found. However,
these measures tend to diminish the in�uence of continuous predictors and factors
with a small number of levels. We propose a di�erent generalization which is based
on the dimension of linear subspace of the parameter space de�ned by the imposed
constraints.

The remainder of the article proceeds as follows. The class of feasible models
considered when performing model selection is de�ned in Section 2. DMR proce-
dures are introduced in Section 3, while the asymptotic properties are discussed in
Section 4. Generalization of measures of performance is introduced in Section 5.
Simulations and real data example are given in Section 6 to illustrate the method.
All proofs are given in the Appendix.

2 Feasible models

Let us consider a full rank linear model with n observations and p < n parameters:

y = Xβ + ε = 1nβ00 +X0β0 +X1β1 + . . .+Xlβl + ε, (1)

where:

1. ε ∼ N (0, σ2In).

2. X = [1n, X0, X1, . . . , Xl] is the model matrix divided as follows: X0 is the
matrix corresponding to continuous regressors and X1, . . . , Xl are the zero-one
matrices encoding corresponding factors with the �rst level set as reference.
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3. β = [β00, β
T
0 , β

T
1 , . . . , β

T
l ]T is the parameter vector divided as follows: β00 is

the intercept, β0 = [β10, . . . , βp00]T is a vector of coe�cients for continuous
variables and βk = [β2k, . . . , βpkk]T is a vector of parameters corresponding
to the k-th factor, k = 1, . . . , l, hence the length of parameter vector is p =
1 + p0 + (p1 − 1) + . . .+ (pl − 1).

De�nition 1. An elementary hypothesis for linear model (1) is a linear hypothesis
of one of two types:

(*) hjk : βjk = 0 for all j, k or

(**) hijk : βik = βjk for all i, j and k > 0.

De�nition 2. A feasible model is de�ned as a sequence m = (C,P1, ..., Pl), where
C denotes a subset of continuous variables and Pk is a partition of levels of the
k-th factor. Such a model can be encoded by a set of elementary hypotheses. A set
of all feasible models is denoted byM.

2.1 Change of variables

In order to replace a constrained by an unconstrained optimization problem a
change of variables in model m is performed. The model can be de�ned by a set
of following equations {

y = Xβ + ε
ACβ = 0,

where AC is a matrix of elementary hypotheses describing constraints induced by
the model.

Let us de�ne a square matrix

A =

[
A1

A0

]
,

where A0 is a matrix of elementary hypotheses in a convenient form described
below, with rows spanning the same space as rows of AC and A1 is a complement
of A0 to a square matrix. We want A0 and A1 to satisfy

A =

[
A1

A0

]
=

[
Iq 0
B Ip−q

]
.

Matrix A of such a form uniquely encodes model m and can always be obtained
by appropriate permutation of the columns of the model matrix, which can be
performed in the following way:

1. For each factor with partition Pk, k = 1, . . . , l with ik clusters, where Pk =
{Uk1 , . . . , Ukik}, rename its levels so that

Ukj = {j, ik +

j−1∑

s=1

|Uks | − j + 2, . . . , ik +

j∑

s=1

|Uks | − j},

for j = 1, . . . , ik.
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2. Sort the columns of the model matrix in the following order:

(a) intercept,

(b) all continuous variables present in the model (these for which the beta
coe�cient is non-zero),

(c) ik �rst levels of k-th factor, k = 1, . . . , l,

(d) all remaining continuous variables,

(e) all remaining levels of factors.

Further in the article we assume that the columns of model matrices for con-
sidered models are permuted so that the constraints matrices have a form such as
A0.

Example 1. As an illustrative example consider a model consisting of one factor
with P1 = {{1, 2, 3}, {4, 5}, {6, 7, 8}}. This parametrization corresponds to the
following constraint matrix:

AC =




1 2 3 4 5 6 7 8
0 1 0 0 0 0 0 0
0 0 1 0 0 0 0 0
0 0 0 −1 1 0 0 0
0 0 0 0 0 −1 1 0
0 0 0 0 0 0 −1 1



.

After renaming levels in the way described above, we get partition P1 of the form
P1 = {{1, 4, 5}, {2, 6}, {3, 7, 8}} and matrix

A =

[
A1

A0

]
=




1 2 3 4 5 6 7 8
1 0 0 0 0 0 0 0
0 1 0 0 0 0 0 0
0 0 1 0 0 0 0 0
0 0 0 1 0 0 0 0
0 0 0 0 1 0 0 0
0 −1 0 0 0 1 0 0
0 0 −1 0 0 0 1 0
0 0 −1 0 0 0 0 1




in the desired form.

Thanks to such reparametrization of the model, transition from constrained to
unconstrained problem is immediate.

Xβ = XA−1Aβ = Zξ,

where Z = XA−1 and ξ = Aβ. From Schur complement we get

A−1 =

[
Iq 0
−B Ip−q

]
= [A1, A0],

since A0β = 0 we have

Zξ = X[A1, A0]

[
ξ1
0

]
= Z1ξ1,
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where Z1 = XA1, ξ1 = A1β. The linear space of parameters changes from L =
{β ∈ Rp : A0β = 0} to L(A1) = {A1ξ1 : ξ1 ∈ Rq}. The dimension of space L(A1)
is called the size of model m and denoted by |m|.

Note that imposing an elementary hypothesis on parameter vector β is equiv-
alent, in terms of the new parametrization, to either eliminating one column or
summing up two columns of the model matrix, which decreases its number of
columns by one. These operations are explicitly visible from the form of A1.

De�nition 3. We de�ne the inclusion relation between two models m1 and m2

by inclusion of linear spaces spanned by columns of the corresponding matrices
A1
m1

and A1
m2

:

m1 ⊆ m2 ⇐⇒ L(A1
m1

) ⊆ L(A1
m2

).

2.2 Generalized Information Criterion

De�nition 4. Generalized Information Criterion for model m is de�ned as:

GIC(m) = n log (RSSm) + rn(|m|+ 1),

where rn is the penalty for model size.

The goal of our method is to �nd the best feasible model according to GIC,
taking into account that the number of feasible models grows exponentially with
p. Since for the k-th factor number of possible partitions is the Bell number B(pk),

the number of all feasible models is 2p0
∏l
k=1 B(pk). In order to signi�cantly reduce

the amount of computations, we propose the following greedy backward search.

3 Algorithms

Assuming that X is of full rank the QR decomposition of the model matrix is

X = QpR,

where Qp is n×p orthogonal matrix and R is p×p upper triangular matrix. Then

z = QTp y, (2)

σ̂2 =
‖(I −QpQTp )y‖2

n− p (3)

and

β̂ = R−1z.

Let us de�ne set of indexes corresponding to continuous variables and factors

Ind0 = {0, 1, . . . , p0}, Indk = {2, . . . , pk} for k = 1, . . . , l.

Then

β̂ = (β̂jk)j∈Indk
= (rTjkz)j∈Indk

for k = 0, . . . , l,
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where
R−1 = [rT00, r

T
10, . . . , r

T
p00, r

T
21, . . . , r

T
p11, . . . , r

T
2l, . . . , r

T
pll

]T . (4)

Elementary hypotheses of types (*) and (**) de�ned in De�nition 1 can be now
rewritten as:

(*) hjk: βjk = 0 ⇐⇒ aT1jkβ = 0, where a1jk = ast(j, k) = 1(s = j, t = k), where
s ∈ Indt and t = 0, . . . , l,

(**) hijk: βik = βjk ⇐⇒ aTijkβ = 0, where aijk = ast(i, j, k) =
= 1(s = i, t = k)− 1(s = j, t = k), where s ∈ Indt and t = 1, . . . , l.

3.1 DMR algorithm

1. Perform the QR decomposition of the full model matrix, getting matrix R−1,
vector z and variance estimator σ̂2 as in equations (4), (2) and (3).

2. Calculate squared t-statistics:

(a) for all elementary hypotheses of type (*):

T 2
1jk =

β̂2
jk

V̂ ar(β̂jk)
=

(rTjkz)
2

σ̂2‖rjk‖2
for k ≥ 0, j ∈ Indk \ {0},

(b) for all elementary hypotheses of type (**):

T 2
ijk =

(β̂ik − β̂jk)2

V̂ ar(β̂ik − β̂jk)
=

((rik − rjk)T z)2

σ̂2‖rik − rjk‖2

for k > 0, i, j ∈ Indk.

3. For each k > 0 perform agglomerative clustering using Dk = [dijk]ij as dissim-
ilarity matrix, where:

(a) d1jk = di1k = T 2
1jk for i, j ∈ Indk,

(b) dijk = T 2
ijk for i, j ∈ Indk, i 6= j,

getting vectors of cutting heights gk, k = 1, . . . , l.

4. Combine all vectors gk with g0 de�ned as g0 = [T 2
110, . . . , T

2
1p00], denote the

given vector as g. Sort g in increasing order: g = [g(1), . . . , g(p−1)]T . Every
element g(i) corresponds to an elementary hypothesis ai. A sequence of nested
linear constraints on model parameters Aiβ = 0 is obtained, where Ai =
[a1, . . . , ai], i = 0, . . . , p− 1 and A0 = 0.

5. Perform QR decomposition of matrix R−TATp−1 getting the orthogonal matrix
W = [w1, . . . , wp−1].

6. Set RSS0 = ‖y‖2−‖z‖2 and GIC0 = n logRSS0 + (p+ 1)rn for model without
constraints.
For i = 1, . . . , p− 1

RSSi = RSSi−1 + (wTi z)
2,

where calculations are described in the Appendix A and

GICi = n logRSSi + (p− i+ 1)rn.
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7. Selected model m̂ is a model with hypotheses Aî accepted, where

î = arg min
0≤i≤p−1

GICi.

The dominating operation in the described procedure is the QR decomposition
of the full model matrix. Hence, the time complexity of DMR algorithm is O(np2).

This procedure assumes transitivity of hypotheses, for example accepting hy-
potheses βik = βjk and βjk = βmk causes acceptance of hypothesis βik = βmk.
Notice that considered hypotheses can be ambiguously encoded. In order to
avoid this problem the following convention will be used while cluster merging:
U1, U2 ⊆ {1, . . . , pk} clusters to merge, U1 ∩ U2 = ∅, then i1 = mini∈U1

i,
i2 = mini∈U2

i and the hypothesis to accept is βi1k = βi2k.

An exemplary run of DMR algorithm is shown in Figure 2. The agglomerative
clustering was performed for data, which is described in Section 6.1, consisting of
three categorical variables. The horizontal dotted line indicates the cutting height
for the best model chosen by BIC (special case of GIC, where rn = log n).
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Figure 2: Dendrograms for exemplary run of DMR algorithm.

3.2 stepDMR algorithm

The stepDMR algorithm is based on the RSS calculation described in Appendix A,
where the set of hypotheses under consideration is of the form A0β = 0, hence the
vector e is zero and equation (9) reduces to:

‖y −Xβ̂c‖2 =

p−q∑

i=1

(wTi z)
2. (5)

By S(i−1) and W (i−1) we denote respectively the matrix corresponding to the
set of possible hypotheses and the orthogonal matrix corresponding to the set of
accepted hypotheses in the i-th step of the algorithm. Steps of the algorithm:

1. S(0) = R−TAT
all
, where Aall is the matrix of all possible elementary hypotheses.

2. W (0) = 0. Calculate RSS for model without constraints getting RSS0 and
GIC0 = n logRSS0 + (p+ 1)rn.
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3. Perform the orthogonal projection of possible elementary hypotheses S(i−1)

onto the orthogonal complement of subspace spanned by already accepted hy-
potheses W (i−1):

V (i) = (I −W (i−1)(W (i−1))T )S(i−1).

4. Normalize columns of matrix V (i)

w
(i)
j =

v
(i)
j

‖v(i)j ‖
.

5. According to equation (9) calculate the vector of increases in residual sum of
squares and choose the hypothesis corresponding to the minimal value.

ĵ = arg min
j

((w
(i)
j )T z)2,

bind the chosen hypothesis with the matrix of already accepted hypotheses:

W (i) = [W (i−1), w(i)

ĵ
].

6. Calculate residual sum of squares

RSSi = RSSi−1 + ((w
(i)

ĵ
)T z)2

and GIC

GICi = n logRSSi + (p− i+ 1)rn.

7. Remove from S(i−1) columns linearly dependent with columns of W (i), getting
new matrix of possible hypotheses S(i).

8. Go back to step 3 until the model is reduced to the intercept.

9. Selected model m̂ is a model with hypotheses corresponding to the columns of

W (̂i) accepted, where

î = arg min
0≤i≤p−1

GICi.

The dominating operation in each of p steps of the described procedure is the
QR decomposition of the model matrix. Hence, the time complexity of stepDMR
algorithm is O(np3).

4 Asymptotic properties of DMR algorithm

We �rst introduce some notations. In this section we use a simplifying notation
fn ≺ gn which corresponds to fn = o(gn). We allow the number of predictors pn
to grow with the number of observations n under the condition pn ≺ n.

We distinguish the following subsets of the set of all feasible modelsM:

1. Full model f , which is a model without constraints.
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2. Uniquely de�ned model t, which is minimal among true models in the sense of
inclusion de�ned in De�nition 3 and is �xed and does not depend on sample
size. We assume that the model consists of a �nite number of continuous
variables and a �nite number of factors with �nite numbers of levels.

3. A setMV of models with one false elementary hypothesis accepted:

MV = {m ⊆ f : |m| = |f | − 1 and t * m},

4. A setMT of models with one true hypothesis accepted:

MT = {m ⊆ f : |m| = |f | − 1 and t ⊆ m}.

Theorem 1. Let us denote

dn = min
m∈MV

βTt X
T
t (I−Hm)Xtβt,

where Xt is the model matrix of the true model t with appropriate columns of
the full model matrix X deleted or merged, βt ∈ R|t| is the parameter vector of t
and Hm is the hat matrix corresponding to model m. Assuming that X is of full
rank pn, where pn ≺ rn ≺ n and pn ≺ dn we have

lim
n→∞

P(m̂ = t) = 1,

where m̂ is the model selected by DMR procedure from Section 3.1, where the
linkage criterion for hierarchical clustering is a convex combination of minimum
and maximum of the pairwise distances between clusters.

Proof can be found in the Appendix B.

5 Measures of performance and quality of selection

5.1 Measures of performance

When performing simulations a researcher usually faces a problem of comparing
results with the underlying truth. Furthermore, one would like to have a measure
of performance which is more liberal than a binary response, whether the true
model was correctly identi�ed or not. Traditionally for model selection with only
continuous predictors measures such as true positive rate (TPR) or false negative
rate (FNR) are used. In the literature [7], [5] a generalization to both continuous
and categorical predictors can be found.

True Positive Rate is the proportion of true di�erences which are correctly
identi�ed, meaning ratio of the number of true elementary hypotheses which were
found by the selector to the number of all true elementary hypotheses.

False Negative Rate is the proportion of false di�erences which are correctly
identi�ed, meaning ratio of the number of false elementary hypotheses which were
rejected by the selector to the number of all false elementary hypotheses.

However, measures de�ned in this way diminish the in�uence of the continuous
variables and factors with a small number of levels. As an example, consider
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a model with 5 continuous predictors and one factor with 5 levels. Then the
number of parameters for the continuous predictors is 5 and the number of possible
elementary hypotheses equals 5. The number of parameters for the categorical
variable is also 5, whereas the number of possible elementary hypotheses is

(
5
2

)
=

10.
Therefore, we introduce a di�erent generalization of traditional performance

measures which treats the set of considered hypotheses as a linear subspace of the
parameter space. The new measures are functions of sizes of the true and selected
models. We consider two models: true model t and selected model s.

De�nition 5. Let us denote t ∩ s = L(t) ∩ L(s). Sensitivity coe�cient is de�ned
as:

Sen =
TP

FN + TP
=
|t ∩ s|
|t| .

Speci�city coe�cient is de�ned as:

Spe =
TN

FP + TN
=
p− (|t|+ |s| − |t ∩ s|)

p− |t| .

However, in the article the attention is focused on values: 1−Sen and 1−Spe,
which correspond to the errors made by selector.

5.2 Measure of quality of selection

In all simulations described in the article we used BIC for model selection. One
can ask how much better than the other models the selected model is. An answer
to this question can be Bayes factors. Assuming uniform prior distribution on the
set of models and denoting data by D, the Bayes factor for the model m with
respect to the best model m̂ (with minimum BIC) is expressed as

BFm =
P(D|m)

P(D|m̂)
.

Approximate Bayes factors [11]

B̃Fm = exp(−1

2
(BICm − BICm̂))

are estimators of the quality of selection. Figure 3 illustrates an example of use of
approximate Bayes factors for this purpose.

6 Simulation study

In order to compare DMR algorithm with other methods of model selection simu-
lation studies were performed. All the simulations were conducted using functions
implemented in R package called DMR, which is available at the CRAN webpage:

http://cran.r-project.org/web/packages/DMR/index.html

The main function of the package is DMR, which enables choosing a method of
hierarchical clustering and a value of GIC penalty used by the algorithm. More-
over, other functions for extensions of DMR method such as stepDMR, which is
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based on recalculation of t-statistics in each step, and function DMR4glm for gen-
eralized linear models can be found. Functions roc and plot_bf can be used for
obtaining measures of performance and quality of selection described in Section 5.

In section 6.1 results regarding an experiment described by Bondell and Reich,
2009, [5] are presented. The data generated for the experiment consists of three
factors and no continuous variables. As a continuation, simulations based on data
containing one factor and eight correlated continuous predictors were carried out.
The results can be found in Section 6.2. In both experiments the complete linkage
method of clustering in DMR algorithm and BIC were used. Section 6.4 focuses
on comparison of this clustering method with others like single linkage and Ward's
minimum variance methods. The last Section 6.3 refers to a real data example
where fuel consumption of cars was modeled. The data Cars93 comes from R

package MASS.

6.1 Experiment 1

The experimental model consists of three factors having eight, four and three
levels, respectively. The response y is generated from the model, which can be
formulated in two equivalent ways. The �rst one uses the notation from the model
formulation (1), the second one is an illustrative version, where we can see exactly
the partitions of factors.

y =β001n +X1β1 +X2β2 +X3β3 + ε

=2 · 1n +X1(0,−3,−3,−3,−3,−2,−2)T +X2(0, 0, 0)T +X3(0, 0)T + ε

=V1α1 + V2α2 + V3α3 + ε

=V1(2, 2,−1,−1,−1,−1, 0, 0)T + V2(0, 0, 0, 0)T + V3(0, 0, 0)T + ε,

where Xi equals Vi with �rst column removed for i = 1, 2, 3 and ε ∼ N (0, In).
A balanced design was used with k observations for each combination of factor
levels, which gives n = 96 · k, k = 1, 2, 4.

The data was generated 1000 times. In the simulation study we compared
four algorithms: DMR, stepDMR, CAS-ANOVA (R-code for CAS-ANOVA can be
found at http://www4.stat.ncsu.edu/ bondell/Software/

CasANOVA/CasANOVA.R) and stepBIC, which is a stepwise backward procedure
implemented in stepAIC function from R package MASS.

The results are summarized in Table 1. True model (TM) represents the per-
centage of time the procedure chose the entirely correct model. Correct factors
(CF) represents the percentage of time the non-signi�cant factors were eliminated
and the true factor was kept. TPR represents the average percentage of true dif-
ferences found, whereas FNR represents the average percentage of false di�erences
which were correctly identi�ed. 1-Sen and 1-Spe are de�ned according to De�ni-
tion 5, MSEP stands for mean squared error of prediction for new data and MD
is mean dimension of the selected model, both with standard deviations.

The results of Experiment 1 indicate that DMR algorithms performed at least
twice better than CAS-ANOVA in terms of choosing the true model. Our proce-
dures chose approximately smaller models with dimension closer to the dimension
of the underlying true model, whose number of parameters equals three. There are
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no signi�cant di�erences between mean squared errors of prediction for all consid-
ered algorithms. The main conclusion, that DMR procedures choose models which
are smaller and closer to the proper one, is supported by the obtained values of 1 -
sensitivity and 1 - speci�city, which indicates smaller errors made by our methods.

Table 1: Results of the simulation study, Experiment 1.

n Algorithm TM CF TPR FNR 1-Sen 1-Spe MSEP (±sd) MD (±sd)
96 DMR 44 74 96 88 .1 .08 1.08±.17 3.5±.7

stepDMR 44 74 96 88 .1 .08 1.08±.17 3.5±.7
CAS-ANOVA 16 82 97 77 .06 .2 1.09±.17 4.8±1.7

stepBIC 0 97 100 52 0 .51 1.08±.16 8.1±.4
192 DMR 67 83 99 93 .03 .04 1.03±.11 3.3±.6

stepDMR 67 83 99 93 .03 .04 1.03±.11 3.3±.6
CAS-ANOVA 32 92 100 86 .01 .13 1.05±.11 4.3±1.3

stepBIC 0 99 100 53 0 .5 1.04±.11 8 ±.2
384 DMR 77 88 100 96 0 .03 1.02±.07 3.3±.5

stepDMR 76 88 100 96 0 .03 1.02±.07 3.2±.5
CAS-ANOVA 49 97 100 91 0 .08 1.03±.08 3.8±1

stepBIC 0 99 100 53 0 .5 1.03±.07 8 ±.2

In Figure 3 an exemplary run of DMR algorithm is illustrated. Each row of
the �gure corresponds to a model on the nested path of models searched through
by the algorithm. The left panel shows consecutive partitions of factors on the
path of the algorithm: in the �rst row there is the full model, the last row shows
the model containing only intercept. The true model is

t = (P1 = {{1, 2}, {3, 4, 5, 6}, {7, 8}}, P2 = {1, 2, 3, 4}, P3 = {1, 2, 3}).

Bold dotted horizontal lines represent the �nal cut (a model with minimal BIC)
of DMR algorithm. One can see that the best partition of the �rst factor consists
of three groups, exactly the same as in the true e�ect vector, second and third
factors are removed from the model.

The right panel of the �gure shows approximate Bayes factors for models on
the path. Two vertical lines represent the values of 1

3 and 1
10 , which correspond to

the Je�reys scale [11] for interpretation of Bayes factors. We can see that there is
at least substantial evidence to use the chosen model (with minimal BIC).

In Table 2 the results of computation times for several algorithms are sum-
marized. All values are divided by the computation time of lm.fit function,
which �ts the linear model with the use of QR decomposition of the model matrix.
The results for CAS-ANOVA are given only for one value of λ. By default, the
searched lambda grid is of length 50. Hence, DMR is several hundred times faster
than CAS-ANOVA.

6.2 Experiment 2

In the second simulation study a model containing not only categorical predictors,
but also continuous variables is considered. The response y is generated from the
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Figure 3: An example run of DMR algorithm with Bayes factors.

Table 2: Computation times divided by the computation time of lm.fit.

k n DMR CAS-ANOVA
1 96 35 122
3 288 15 45
21 2016 4 24

model:

y =V0α0 + V1α1 + ε

=V0(1, 0, 1, 0, 1, 0, 1, 0)T + V1(0, 0,−2,−2,−2,−2, 4, 4)T + ε,

where V0 was generated from the multivariate normal distributions with autore-
gressive correlation structure with ρ = 0.8. The �rst 2 · 16 · k observations come
from a distribution with mean vector (1, 1, 0, 0, 0, 0, 0, 0)T , then 4 · 16 · k observa-
tions with mean vector (0, 0, 1, 1, 1, 1, 0, 0)T and the last 2 ·16 ·k observations with
mean vector (0, 0, 0, 0, 0, 0, 1, 1)T , according to the underlying true partition of the
factor, k = 1, 2, 4, hence n = 128 · k. V1 is matrix of dummy variables decoding
levels of the factor and ε ∼ N (0, In).

Table 3 shows the results of simulation study. The data was generated 1000
times. As in Experiment 1 we compared four algorithms: DMR, stepDMR, CAS-
ANOVA and stepBIC. Despite the additional continuous correlated variables the
obtained results show a considerable advantage of DMR algorithms over other
methods.

Note that in both Experiment 1 and Experiment 2 DMR algorithm having
lower time complexity performed comparatively to stepDMR.
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Table 3: Results of the simulation study, Experiment 2.

n Algorithm TM 1-Sen 1-Spe MSEP (±sd) MD (±sd)
128 DMR 69 0 .05 1.08±.14 7.4±.7

stepDMR 68 0 .04 1.08±.14 7.4±.6
CAS-ANOVA 15 .09 .31 1.11±.15 9.2±1.7

stepBIC 0 0 .58 1.11±.15 12.2±.4
256 DMR 82 0 .02 1.03±.09 7.2±.5

stepDMR 81 0 .02 1.03±.09 7.2±.5
CAS-ANOVA 27 .1 .25 1.05±.1 8.5±1.4

stepBIC 0 0 .57 1.04±.1 12.1±.3
512 DMR 86 0 .02 1.02±.06 7.1±.4

stepDMR 86 0 .02 1.02±.06 7.1±.4
CAS-ANOVA 43 .12 .2 1.03±.06 7.9±1.1

stepBIC 0 0 .56 1.03±.06 12 ±.3

6.3 Real data example, Cars93

The data Cars93 used in this example comes from R library MASS. 81 observations
of 7 categorical and 15 continuous predictors are given. The logarithm of fuel
consumption is under investigation. The factors are: presence of airbags, number
of cylinders, drive train, availability of manual transmission version, origin, number
of passengers and type. The continuous variables are: fuel tank capacity, length,
logarithm of engine size, maximum horsepower, logarithm of engine revolutions
per mile, luggage capacity, price, rear seat room, revs per minute at maximum
horsepower, U-turn space, weight, wheelbase and width. These give 16 and 13
parameters respectively.

Model selection was performed using four methods: DMR, stepDMR, CAS-
ANOVA and stepBIC. Characteristics of the chosen models are shown in Table 4
with results for the full model added for comparison. Figure 4 illustrates partitions
of factors in the model selected by DMR procedure. From the set of continuous
variables weight, wheelbase and logarithm of engine size were chosen.

Table 4: Cars93 data analysis results for di�erent selection methods.
Approximate Bayes factors calculated with respect to model chosen by stepDMR.

Selection Number of R2 BIC Bayes
method parameters factor

Full model 31 .92 -83.7 2.7 · 10−16

DMR 11 .9 -152.7 0.27
stepDMR 11 .9 -155.3 1

CAS-ANOVA 4 .8 -130.5 4.1 · 10−6

stepBIC 14 .89 -133.8 2.1 · 10−5

We can conclude that DMR procedures chose much better models than other
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compared methods in terms of BIC. Approximate Bayes factors for the full model
and models chosen by stepBIC and CAS-ANOVA indicate the decisive evidence
in favor of the model chosen by stepDMR according to Je�rey's scale for interpre-
tation of Bayes factors [11].
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Figure 4: Partitions of factors for the model selected by DMR procedure for
Cars93 data.

6.4 Clustering methods

DMR algorithm uses hierarchical clustering for generating a path of nested mod-
els. There is a wide spectrum of hierarchical clustering methods available in the
statistical software. In order to compare some of them a simulation study was
conducted. The results are summarized in Table 5. One can see that method
complete gives the most stable results, therefore we decided to use it in simulation
studies described in the article.
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Table 5: Comparison of clustering methods for DMR algorithm for data as in
Experiment 1.

n Method TM 1-Sen 1-Spe MSEP (±sd) MD (±sd)
96 complete 44 .11 .08 1.09±.17 3.5±.7

single 36 .12 .09 1.10±.18 3.6±.9
Ward's 44 .11 .08 1.09±.17 3.5±.7

192 complete 67 .03 .04 1.03±.11 3.3±.5
single 65 .03 .04 1.03±.11 3.4±.6

Ward's 67 .03 .04 1.03±.11 3.3±.5
384 complete 78 0 .02 1.01±.07 3.2±.5

single 80 0 .02 1.01±.07 3.2±.5
Ward's 78 0 .02 1.01±.07 3.2±.5

7 Conclusions

In this article novel methods of linear model selection combining deleting contin-
uous variables with merging levels of factors were proposed. Both of them are
based on ordering elementary hypotheses using squared t-statistics and choosing
the best model according to GIC in the nested family of models.

We showed by simulations that DMR algorithms work well for small data sets.
In comparison to other methods they gave much higher rates of choosing the
true model. The time complexities of the algorithms are O(np2) and O(np3) for
DMR and stepDMR respectively. In the simulations the algorithms worked several
hundred times faster than for example CAS-ANOVA algorithm. For large data sets
some asymptotic results were obtained. We proved that even under assumption
that the number of predictors grows with the number of observations, pn → ∞,
DMR algorithm is consistent.

Furthermore, a generalization of traditional measures of performance was in-
troduced. These measures do not diminish the in�uence of factors with a small
number of levels and continuous variables.

As a future work we plan to generalize the methods on several classes of models
such as linear models with pn > n, Generalized Linear Models and Cox models for
survival data.
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Appendix

A Calculation of RSS for model with linear constraints

Let us consider a linear model:
{
y = Xβ + ε
A0β = c,

(6)

where A0 is a (p − q) × p given matrix and c is a given vector of length (p − q),
which de�ne a linear subspace of parameter space Rp described by a set of linear
hypotheses concerning the vector of parameters β. The objective is to calculate
residual sum of squares ‖y − Xβ̂c‖2, where β̂c is an estimator of the parameter
vector β with given constraints.

The following QR decomposition is performed

X = QpR,

where Qp is n× p orthogonal matrix and R is p× p upper triangular matrix. Let
us denote S = R−TAT0 , then

{
QTp y = Rβ +QTp ε
STRβ = c.

and after substitution we get
{
z = γ + η
UTWT

p−qγ = c,
(7)

whereWp−q and U are respectively p×(p−q) orthogonal matrix and (p−q)×(p−q)
upper triangular matrix from the QR decomposition of matrix S. If we denote

WT
p−qγ = U−T c = e

and
W = [Wq,Wp−q],

where Wq is an orthogonal complement of the matrix Wp−q, then equation (7)
becomes {

WT
q z = WT

q γ +WT
q η

e = WT
p−qγ.

Therefore an unbiased estimator of γ with constraints satis�es the following equa-
tion [

WT
q z
e

]
= WT γ̂c, (8)

multiplying (8) by W , we obtain

WqW
T
q z +Wp−qe = γ̂c,

then
(Ip −Wp−qW

T
p−q)z +Wp−qe = γ̂c = Rβ̂c.
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The residual sum of squares for the model with linear constraints (6) can be written
as

‖y −Xβ̂c‖2 =‖QTp y −Rβ̂c‖2 = ‖Wp−qW
T
p−qz −Wp−qe‖2

=‖WT
p−qz − e‖2 =

p−q∑

i=1

(wTi z − ei)2,
(9)

where wi is the i-th column of matrixWp−q. Hence, for each additional hypothesis
the residual sum of squares can be easily calculated from equation (9).

B Proof of Theorem 1

Lemma 1 (Klotz [12] Section 14.3). Solving an optimization problem:

β̂0 = arg min
β

||y −Xβ||2, where A0β = 0 yields

β̂0 = β̂ − (XTX)−1AT0 (A0(XTX)−1AT0 )−1A0β̂,

where β̂ = (XTX)−1XT y.

Let us denote the following matrices:

H = X(XTX)−1XT ,

H0 = X(XTX)−1AT0 (A0(XTX)−1AT0 )−1A0(XTX)−1XT

which are matrices of orthogonal projections and matrix

H1 = Z1(ZT1 Z1)−1ZT1 = XA1(A1TXTXA1)−1A1TXT .

Note that Xβ̂0 = (H −H0)y.

Lemma 2. H1 is a matrix of an orthogonal projection and

H1 = H −H0.

Proof. Note that

(XTX)−1 = (ATA−TXTXA−1A)−1 = A−1(A−TXTXA−1)−1A−T ,

hence

(A0(XTX)−1AT0 )−1 =(A0A
−1(A−TXTXA−1)−1A−TAT0 )−1

=

[[
0 I

]
(ZTZ)−1

[
0
I

]]−1
= (G00)−1,

where

G =

[
G11 G10

G01 G00

]
=

[
ZT1 Z1 ZT1 Z0

ZT0 Z1 ZT0 Z0

]
= ZTZ and G−1 =

[
G11 G10

G01 G00

]
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and

H =X(XTX)−1XT

=XA−1(A−TXTXA−1)−1A−TXT = Z(ZTZ)−1ZT .

We have also that

A0(XTX)−1XT = A0A
−1(ZTZ)−1A−TXT = A0A

−1(ZTZ)−1ZT ,

then

H0 =X(XTX)−1AT0 (G00)−1A0(XTX)−1XT

=Z(ZTZ)−1
[

0
I

]
(G00)−1

[
0 I

]
(ZTZ)−1ZT

=Z

[
G10

G00

]
(G00)−1

[
G01 G00

]
ZT = Z

[
G10(G00)−1G01 G10

G01 G00

]
ZT .

Using above results we get

H −H0 =Z(ZTZ)−1ZT − Z
[
G10(G00)−1G01 G10

G01 G00

]
ZT

=
[
Z1 Z0

] [ G11 −G10(G00)−1G01 0
0 0

] [
ZT1
ZT0

]

=Z1(G11 −G10(G00)−1G01)ZT1 .

From the de�nition of H1

H1 = Z1(ZT1 Z1)−1ZT1 = Z1(G11)−1ZT1 (10)

and from Schur complement for matrix G−1 we have

(G11)−1 = G11 −G10(G00)−1G01.

Hence, the predictions for constrained problem can be obtained through pro-
jecting the observations on the space spanned by columns of the model matrix for
the equivalent unconstrained problem.

B.1 RSS lemmas

Lemmas concerning dependencies between residual sums of squares have similar
construction to those described by Chen and Chen, 2008 [13].

It follows from Lemma 2 that for each feasible model m a hat matrix Hm can
be obtained according to equation (10), so that residual sum of squares for model
m is de�ned as

RSSm = ‖y −Hmy‖2
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and can be decomposed into three parts

RSSm = ‖y −Hmy‖2 =(Xtβt + ε)T (I−Hm)(Xtβt + ε)

=βTt X
T
t (I−Hm)Xtβt + 2βTt X

T
t (I−Hm)ε+ εTHmε.

When t ⊆ m we have HmXt = Xt and

RSSm = εTHmε.

Lemma 3. Assuming pn ≺ n and rn is a sequence of real numbers so that pn ≺ rn,
then

log
RSSt
RSSf

<P
rn
n
,

which signi�es limn→∞P
(

log RSSt

RSSf
< rn

n

)
= 1.

Proof. Note that

RSSt
RSSf

= 1 +
RSSt −RSSf

RSSf
= 1 +

pn
n
Wn,

where

Wn =
εT (Hf −Ht)ε

εT (I−Hf )ε
· n
pn
.

From Lemma 2, Hf −Ht is matrix of an orthogonal projection with trace pn− |t|,
therefore ψ1 = εT (Hf −Ht)ε ∼ σ2χ2

pn−|t| and ψ2 = εT (I −Hf )ε ∼ σ2χ2
n−pn , we

get

E

(
ψ1

pn

)
=
σ2(pn − |t|)

pn
, Var

(
ψ1

pn

)
=

2σ4(pn − |t|)
p2n

and either if pn
n→∞−−−−→∞ then Var

(
ψ1

pn

)
n→∞−−−−→ 0 and from Chebyshev's inequality

ψ1

pn

n→∞−−−−→ σ2 in probability or if pn is bounded, then ψ1

pn
is bounded in probability.

Analogously for ψ2 we have

E

(
ψ2

n

)
=
σ2(n− pn)

n
, Var

(
ψ2

n

)
=

2σ4(n− pn)

n2

and since pn ≺ n from Chebyshev's inequality ψ2

n

n→∞−−−−→ σ2 in probability.

Therefore Wn = OP
(
1
)
and RSSt

RSSf
= 1 +OP

(
pn
n

)
. Hence

log

(
RSSt
RSSf

)
= log

(
1 +

pn
n
Wn

)
≤ pn

n
Wn = OP

(
pn
n

)
<P

rn
n
.

Lemma 4. Assuming that pn ≺ dn we have for all m ∈MV and all δ > 1

log

(
RSSm
RSSt

)
≥P log

(
1 +

dn
δσ2 · n

)
,

where dn = minm∈MV β
T
t X

T
t (I−Hm)Xtβt.
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Proof. Using the fact that

1

n
RSSt =

εT (I−Ht)ε

n
= σ2 + oP

(
1
)

and denoting
RSSm −RSSt = dnm + Znm +Wnt −Wnm,

where dnm = βTt X
T
t (I −Hm)Xtβt, Znm = 2βTt X

T
t (I −Hm)ε, Wnt = εTHtε and

Wnm = εTHmε.
Note that

dnm ≥ dn, Znm ∼ N (0, 4σ2dnm), Wnt ∼ σ2χ2
|t| and Wnm ∼ σ2χ2

pn−1.

Using assumptions, Znm

dnm
, Wnt

dnm
and Wnm

dnm
either are bounded in probability if pn is

bounded or if pn
n→∞−−−−→∞ are OP

(
1
)
from Chebyshev's inequality.

Henceforth we have

RSSm −RSSt = dnm

(
1 +

Znm
dnm

+
Wnt

dnm
− Wnm

dnm

)
= dnm

(
1 +OP

(
1
))
.

As a result

log
RSSm
RSSt

= log

(
1 +

RSSm −RSSt
nRSSt

n

)

= log

(
1 +

dnm
nσ2

(
1 +OP

(
1
)))

≥P log

(
1 +

dn
δσ2n

)
for δ > 1.

Lemma 5. Assuming that rn ≺ n for all δ > 1 we have

max
t⊆m⊆M

(
logRSSm

)
+ log

(
1 +

dn
δσ2n

)
≤P min

t*m⊆M

(
logRSSm

)
.

Proof. Let us denote a = log
(
1 + dn

δσ2n

)
, then from Lemma 4 we get

max
t⊆m⊆M

(
logRSSm

)
+ a = logRSSt + a ≤P min

m∈MV
logRSSm − a+ a

≤P min
t*m⊆M

(
logRSSm

)
.

Corollary 1. From Lemma 5 and properties of residual sum of squares, we have
with probability tending to 1 the following order of models RSS:

RSSf ≤ max
|m|=|f |−1, t⊆m

RSSm ≤ max
|m|=|f |−2, t⊆m

RSSm

≤ . . . ≤ max
|m|=|t|+1, t⊆m

RSSm ≤ RSSt ≤P min
|m|=|f |−1, t*m

RSSm

≤ min
|m|=|f |−2, t*m

RSSm ≤ . . . ≤ min
|m|=2, t*m

RSSm ≤ min
|m|=1

RSSm.

(11)
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Note that since |t| <∞, there is a �nite number of models bigger and having RSS
not greater than the true model t.

Corollary 2. Since models from MV and MT have the same number of param-
eters, we have

GIC(t) ≤P max
m∈MT

GIC(m) ≤P min
m∈MV

GIC(m).

where the left inequality follows form Lemma 3 and right inequality from Lemma
5.

Corollary 3. For every step of a backward stepwise elimination algorithm, if the
true model t is on the path searched through, the inequality from Corollary 2 is
preserved. Hence, GIC is a consistent model selection criterion.

B.2 Ordering of squared t-statistics

Lemma 6. SupposeMT V =MT ∪MV is a set of all models of size |f | − 1. For
each m ∈MT V , which corresponds to one elementary hypothesis,

T 2
m = (n− |f |)RSSm −RSSf

RSSf
,

where Tm is t-statistic for the full model with hypothesis h : A0β = 0, where A0

is 1× |f | matrix.

Proof. From Lemma 1

RSSf −RSSm = β̂TAT0 (A0(XTX)−1AT0 )−1A0β̂,

hence

T 2
m =

(A0β̂)2

V̂ar(A0β̂)
=

(A0β̂)2

A0V̂ar(β̂)AT0
=

(A0β̂)2

σ̂2A0(XTX)−1AT0
=
RSSf −RSSm

σ̂2
,

where σ̂2 =
RSSf

n−|f | .

Corollary 4. It follows from Lemma 6 that the ordering of models m ∈ MT V
with respect to squared t-statistics is equivalent to ordering them with respect to
the values of residual sum of squares for these models.

Corollary 5. It follows from Corollary 1 and Lemma 6, that for su�ciently large
n we have

max
m∈MT

T 2
m <P c <P min

m∈MV
T 2
m,

where c is a positive constant.

In order to prove that hierarchical clustering implies the proper order of ac-
cepting elementary hypotheses, in the sense that the true hypotheses preface false
ones, let us introduce some notations.
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Let T stand for a set of all true elementary hypotheses and V for a set of

all false elementary hypotheses. Suppose that U
(s)
1 , U

(s)
2 , . . . U

(s)
ks

are clusters of

levels of a factor given by the s-th step of hierarchical clustering. β
(s)
1 , β

(s)
2 , . . . β

(s)
ks

correspond to the common value of the parameters for the factor levels for the

clusters. We assume that each β
(s)
i is de�ned as the parameter for the level with

the smallest index in the cluster.

Lemma 7. In each step of hierarchical clustering in DMR algorithm the recalcula-
tion of dissimilarity matrix using linkage criterion, which is a convex combination
of minimum and maximum of the pairwise distances between clusters, preserves
the inequality:

max
{β(s)

i1
=β

(s)
i2
}∈T

d
(
U

(s)
i1
, U

(s)
i2

)
<P c <P min

{β(s)
i1

=β
(s)
i2
}∈V

d
(
U

(s)
i1
, U

(s)
i2

)
,

where d is the dissimilarity measure and c > 0.

Proof. By induction: for s = 1 the inequality is preserved from Corollary 5 and
the hypothesis with the smallest value of squared t-statistic is accepted. Let us
assume that the inequality is also preserved for step s.

If s+ 1 > |T | all true hypotheses are already accepted, so the inequality holds
trivially for all following steps.

If s+ 1 ≤ |T | the algorithm of clustering chooses the hypothesis with minimal
value of dissimilarity measure to accept. Suppose that this hypothesis has a form

β
(s)
i1

= β
(s)
i2
.

From the previous step s we know that this hypothesis is true. The dissimilarity

measures between the new merged cluster and every other cluster U
(s)
i3

have to be
recalculated. We have two cases:

1. If β
(s)
i3

= β
(s)
i1

is true then from transitivity β
(s)
i3

= β
(s)
i2

is also true, hence

d
(
U

(s)
i3
, U

(s)
i1

)
= d

(s)
i3i1

<P c,

d
(
U

(s)
i3
, U

(s)
i2

)
= d

(s)
i3i2

<P c

so the convex combination of these two values is smaller than c:

d
(
{U (s)

i1
, U

(s)
i2
} = U

(s+1)
j1

, U
(s)
i3

= U
(s+1)
j2

)

= α ·min
(
d
(s)
i3i1

, d
(s)
i3i2

)
+ (1− α) ·max

(
d
(s)
i3i1

, d
(s)
i3i2

)
<P c

for each α ∈ [0, 1].

2. Analogously if β
(s)
i3

= β
(s)
i1

is false the convex combination of these two values
is greater than c:

d
(
{U (s)

i1
, U

(s)
i2
} = U

(s+1)
j1

, U
(s)
i3

= U
(s+1)
j2

)

= α ·min
(
d
(s)
i3i1

, d
(s)
i3i2

)
+ (1− α) ·max

(
d
(s)
i3i1

, d
(s)
i3i2

)
>P c
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for each α ∈ [0, 1]. Note that linkage criteria: single, complete and average
are a convex combination of minimum and maximum of the pairwise distances
between clusters.

Proof of Theorem 1. It follows from Corollary 5 and Lemma 7 that for su�-
ciently large n on the path of models generated by DMR algorithm models with
only true hypotheses accepted preface models with at least one false hypothesis
accepted. Hence the true model t is on the path searched through. Therefore, from
Corollary 3 we have that DMR algorithm is a consistent model selection method.
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Abstract
In the paper two versions of random subspace method (RSM) for linear regression
models are considered. In the original RSM in regression framework introduced in
[1] subsets of regressors are sampled with equal probabilities from all subsets of a
chosen size and then fitted in order to construct scores of all variables. Proposed
modifications consist in preferential sampling of variables according to preliminary
assessment of their importance and/or initial screening of features. Some properties
of the proposed methods are discussed and their performance as prediction method
for moderate sample sizes is studied by means of simulations. The first variant,
weighted RSM, behaves promisingly when the dependence between regressors is
not very strong and is also much less computationally expensive than the RSM.

1 Introduction

Model selection in high dimensional feature space plays an important role in di-
verse fields of sciences, engineering and humanities. Examples include microarray
analysis, Quantitative Trait Loci (QTL) analysis, Genome-Wide Association Study
(GWAS), drug design analysis and high-frequency financial analysis among others.
In such problems it is challenging to find important variables out of thousands of
predictors, with number of observations usually in tens or hundreds. In [2] the need
for development of high-dimensional data analysis is discussed. Since the true re-
lationship in data is usually unknown, very often it is worthwhile to include higher
degree terms as well as interaction terms to the model. This can substantially in-
crease the number of potential attributes. The problem recently has received much
attention in the statistical and machine learning literature. An intensively studied
line of research is focused on regularization (cf. e.g. [3], [4]). In many approaches
a preliminary feature selection is used, e.g. in [5] a method of dimensionality re-
duction based on so called sure independence screening is proposed. Let us also
mention procedures using information criteria modified to high-dimensional setup,
see e.g. [6] or [7]. Recently a novel approach based on the adaptation of the random
subspace method (RSM) in the regression context has been proposed in [1].

In the RSM a random subset m with |m| features, smaller than the number of
all predictors p and a number of observations n, is chosen and the model is fitted in
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the reduced feature space. Selected features are assigned weights describing their
relevance in the considered submodel. In order to cover a large portion of fea-
tures in the dataset, the selection is repeated B times and the cumulative weights
(called final scores) are computed. The results of all iterations are combined in a
list of p features ordered according to final scores. The final model can be con-
structed based on predetermined number of the most significant variables or using
selection method applied to the nested list of models given by the ordering. The
simulation experiments described in [1] indicate that the proposed method behaves
promisingly when its prediction errors are compared with errors of penalty-based
methods such as the lasso and it has much smaller false discovery rate than the
other methods considered. One drawback of this method is its computational cost.
When the number of features p is large we should take large B in order to ensure
that all variables are likely to be selected to random subspaces.

In this paper we propose two modifications of the original algorithm. In the first
method, called weighted random subspace method (WRSM), variables are chosen
to subspaces with probabilities proportional to the values of individual weights
when univariate models are fitted. In the second method, called screened random
subspace method (SRMS), the preliminary feature screening is performed. Both
approaches reduce the computational cost of the original procedure.

This paper is organized as follows. The original RSM algorithm is recalled in
Section 2.1; the choice of the weights is described in Section 2.2 and in Section 2.3
some additional properties of quantities related to the weights are discussed. The
modifications of the RSM are presented in Section 2.4 and the results of numerical
experiments are discussed in Section 3. The proofs are relegated to the appendix.

We define now the formal setup of the paper. Let (Y,X) be the observed data,
where Y = Y(n) is an n × 1 vector of n responses whose variability we would
like to explain and X = X(n) is a n × p design matrix consisting of vectors of p
potential regressors collected from n objects. Responses are related to regressors
by means of the linear model

Y = Xβ + ε, (1)

where ε = (ε1, . . . , εn)′ is an unobservable vector of errors, assumed to have
N(0, σ2I) distribution. Vector β = (β1, . . . , βp)

′ is an unknown vector of parame-
ters. We consider two scenarios: the case of deterministic and random X. In the
latter case rows of X constitute n independent realizations of p-dimensional ran-
dom variable x and coordinates of vector Y form an i.i.d. sample distributed as
y = x′β + ε. A distribution of x = (x1, . . . , xp)

′ may be arbitrary, in particular
the distribution of its first coordinate may be point mass at 1 corresponding to
the linear model with an intercept included. The number of attributes p may be
larger than n. As any submodel of (1) containing |m| variables (xi1 , . . . , xi|m|)

′

can be described by set of indices m = {i1, . . . , i|m|} in order to make notation
simpler it will be referred to as model m. We denote by Xm the matrix composed
of the columns of X with indices in m and by xm a subvector of x consisting of
coordinates corresponding to m. Similarly, βm ∈ R|m| denotes the vector consist-
ing of components of β with indices in m. For simplicity, model fitted to data
(Y,Xm) we will be denoted by y ∼ xm. Usually some covariates are unrelated
to the prediction of Y, so that the corresponding coefficients βi are zero. Model
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containing all relevant variables, i.e. those pertaining to nonzero βi, will be called
a true model. The minimal true model {i : βi 6= 0} i.e. such that it pertains only
to relevant variables will be denoted by t and |t| will be the number of nonzero
coefficients. It is assumed that t ⊂ {1, 2, . . . , p} is unique and t does not change
with n.

2 Random Subspace Methods

2.1 Main Algorithm

We first describe the basic algorithm of Random Subspace Method.

RSM Algorithm

1. Input: observed data (Y,X), number of subset draws B, size of the subspace
|m| < min(p, n). Choice of weights wi,m is described in Section 2.2.

2. Repeat the following procedure for k = 1, . . . , B = Bn, where Bn is such that
Bn →∞ when n→∞ and starting with Ci,0 = 0 for any i.
• Randomly draw a model m∗ = {i∗1, . . . , i∗|m|} from the original feature

space.
• Fit model y ∼ xm∗ and compute weight wi,m∗ for each i ∈ m∗. Set wi,m∗ =

0 if i /∈ m∗.
• Update the counter Ci,k = Ci,k−1 + I{i ∈ m∗}.

3. For each variable i compute the final score FS∗i defined as

FS∗i =
1

Ci,B

∑

m∗:i∈m∗
wi,m∗ .

4. Sort the list of variables according to scores FS∗i : FS∗i1 ≥ FS∗i2 . . . ≥ FS∗ip .

5. Output: Ordered list of variables {i1, . . . , ip}.

Two parameters need to be set in the RSM: the number of selections B and
the subspace size |m|. The smaller the size of a chosen subspace (i.e. a subset of
features chosen) the larger the chance of missing informative features or missing
dependencies between variables. On the other hand for large |m| many spurious
variables can be included adding noisy dimensions to the subspace. Note that the
subspace size is limited by min(n, p). In the following the value of parameter |m| is
chosen empirically. We concluded from numerical experiments that the reasonable
choice is |m| = min(n, p)/2. It follows from the description above that a parallel
version of the algorithm is very easy to implement.

2.2 Choice of the weights wi,m

In this section we discuss rationale for using a squared value of t-statistic as a
weight in RSM procedure. Observe first that a randomly chosen model m in the
second step of RSM procedure may be misspecified, in the sense that it may not
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contain all significant variables. Thus it is important to investigate the perfor-
mance of proposed weights in a general case when a considered model may be
wrong. This is an interesting issue as it is intuitively clear that when e.g. the most
important feature is mistakenly dropped from the model then a spurious feature
highly correlated with it may have larger value of t-statistic than other true pre-
dictors. We discuss the problem in Theorem 1 which states the conditions under
which such a situation can not occur. In particular, it follows from Corollary 2
that when variables are asymptotically uncorrelated the weighting will reflect the
correct ordering of variables in the sense that all variables pertaining to the mini-
mal true model will have larger weights than spurious ones.
Consider a submodel m of model (1) containing |m| variables i1, . . . , i|m|, where
|m| is a fixed integer such that |m| < min(n, p). Model m with i-th variable deleted
will be denoted by m \ {i}. We assume that for the considered model m matrix
(X′mXm)−1 exists.
Let β̂m = (β̂i1,m, . . . , β̂i|m|,m)′ be the least squares estimator based on model m
and

Ti,m = β̂i,m[σ̂2
m(X′mXm)−1i,i ]−1/2, i ∈ {i1, . . . , i|m|}

be t-statistic corresponding to variable i when model m is fitted to the data. In
the above formula σ̂2

m = (n − |m|)−1RSS(m), where RSS(m) = Y′(I − Pm)Y is
sum of the squared residuals (residual sum of squares) for model m and Pm is a
projection on the column space spanned by the regressors corresponding to this
model. The following equality holds

T 2
i,m

n− |m| =
RSS(m \ {i})−RSS(m)

RSS(m)
. (2)

Thus T 2
i,m/(n − |m|) is a relative increase of RSS when variable i is dropped

from the model m. It follows from (2) and generalized Cochran theorem that
T 2
i,m/(n− |m|) is a ratio of two independent chi squared distributed random vari-

ables: χ2
1(λ1) in the case of numerator and χ2

n−|m|(λ2) for denominator, where
parameters of noncentrality are equal λ1 = ||(Pm − Pm\{i})Xβ||2/(2σ2) and λ2 =
||(I−Pm)Xβ||2/(2σ2), respectively. It will be shown is Section 2.3 that λ2 is equal
to the Kullback–Leibler divergence between probability density function corre-
sponding to the true model and space spanned by columns of X corresponding to
model m. Note also that due to a variance decomposition for a linear model which
includes constant regressor we have

T 2
i,m

n− |m| =
R2
m −R2

m\{i}
1−R2

m

, (3)

where R2
m is a coefficient of determination for a model m. Equation (3) provides

the main motivation for our choice of weights in RSM scheme, that is we consider
wi,m = (n − |m|)−1T 2

i,m. Namely, it indicates that up to a multiplicative factor,
T 2
i,m is a decrease in R2 due to leaving out xi multiplied by a measure of goodness-

of-fit (1−R2
m)−1 of model m and thus it combines two characteristics: importance

of a feature within the model m and the importance of the model itself.
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In the case of random X the following quantities will be useful. Assume throughout
for simplicity that E(xi) = 0 for i ∈ {1, . . . , p}. Let cov(y, z) be the 1× |m| vector
of covariances between y and coordinates of some |m|-dimensional random vector
z. Let

ρ2y,xm
=

cov2(y, Pmy)

var(y)var(Pmy)
=

var(Pmy)

var(y)
(4)

be the squared multiple correlation coefficient between y and its projection on a
subspace spanned by coordinates of xm. It is easy to see that

ρ2y,xm
=

cov(y,xm)Σ−1xm
cov(xm, y)

var(y)
, (5)

where cov(xm, y) = cov(y,xm)′ and Σxm
is the variance-covariance matrix of

variables corresponding to m. Moreover, it follows that ρ2y,xm
equals the maximal

value of a squared correlation between y and linear combination of coordinates of
xm, when the coefficients of the combination vary. For m = {i} consisting of one
element ρ2y,xm

is squared correlation coefficient ρ2(y, xi) between variables y and
xi.
Let λn(m) := ||Xβ − PmXβ||2. In the case of deterministic X let

λ(m) := lim
n→∞

n−1λn(m).

For random X the limit is understood almost surely. Note that λn(m) equals a
squared distance of Xβ from its projection PmXβ on the columns of X corre-
sponding to m and may be regarded as a measure of discrepancy between the
larger and the smaller model. Since λn(m) is an important object we discuss its
properties in Section 2.3. Proposition 1 below gives an interpretation of λ(m) in
the terms of a limiting prediction error. The following theorem shows that ordering
variables with respect to squares of their t-statistics is in the case of deterministic
X asymptotically equivalent to ordering with respect to quantities λ(m \ {i}). It
also turns out that in the case of random X under appropriate moment conditions
λ(m \ {i}) exists almost surely and the ordering can be reexpressed in the terms
of squared multiple correlation coefficients ρ2y,xm\{i} . In the following number of
fitted variables m is a fixed integer. Note that as Xβ = Xtβt, λ(m) does not
depend on the number of potential regressors p. The same observation applies to
T 2
i,m. The following results have been proved in [1].

Theorem 1 Let i, j ∈ m.
(i) In the case of deterministic X assume that λ(m \ {i}) and λ(m \ {j}) exist.
Then T 2

i,m ≥ T 2
j,m almost surely for sufficiently large n implies

λ(m \ {i}) ≥ λ(m \ {j}). (6)

Moreover, strict inequality in (6) implies T 2
i,m > T 2

j,m almost surely for sufficiently
large n.
(ii) In the case of random X assume that Σxm is invertible and Ex4j are finite for
all j ∈ m. Then T 2

i,m ≥ T 2
j,m almost surely for sufficiently large n implies

ρ2y,xm\{j} ≥ ρ
2
y,xm\{i} . (7)
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Moreover, strict inequality in (7) implies T 2
i,m > T 2

j,m almost surely for sufficiently
large n.

In the case of random X the explicit formula for almost sure limits in (6) can
be obtained and condition (6) is simplified to (7). It is also easy to see that for
m having two elements condition (7) is equivalent to ρ2(y, xi) = ρ2(y,xm\{j}) >
ρ2(y,xm\{i}) = ρ2(y, xj).

Proposition 1 When X is deterministic consider the mean squared error of pre-
diction for OLS estimation in model m

MSEPn(m) = E(||Y∗ −Xmβ̂m||2) = σ2(n+ |m|) + ||Xβ − PmXβ||2,

where Y∗ = Xβ + ε∗ with ε∗ being an independent copy of ε. Let

MSEP (m) = limn→∞n
−1MSEPn(m).

Thus the ordering in (6) is equivalent to ordering

MSEP (m \ {i}) ≥MSEP (m \ {j}).

Moreover, for random X, (7) is equivalent to

var(y − Pm\{i}y) ≥ var(y − Pm\{j}y).

Corollary 1 Let m ⊇ t.
(i) In the case of deterministic X assume that λ(m\{i}) is defined for any i. Then
condition

λ(m \ {i}) > 0, (8)

for all i ∈ t implies that mini∈t T 2
i,m > maxi∈tc∩m T 2

i,m almost surely for sufficiently
large n.
(ii) In the case of random X assume that Σxm

is invertible and Ex4j < ∞ for all
j ∈ m. Then mini∈t T 2

i,m > maxi∈tc∩m T 2
i,m almost surely for sufficiently large n.

Corollary 1 asserts that when m ⊇ t the relevant variables precede the spurious
ones asymptotically provided that column Xi for any i ∈ t is separated from the
linear space spanned by other columns in m. Below we provide simple sufficient
condition for (8) to hold.

Proposition 2 For deterministic X and m 6⊇ t assume that n−1X′t∪mXt∪m →
W , as n→∞, W is positive definite matrix. Then λ(m) > 0.

The proof of Proposition 2 is relegated to Appendix. Various versions of condition
(8) are used to prove asymptotic results of model selection for linear models (cf [8],
[9], [10], [11]). E.g. in the last paper the condition equivalent to λ(s) > 0 for any s
such that t 6⊂ s is used to prove consistency of Bayes selection method introduced
there. Note the fact that (8) is automatically satisfied for random X which can
be regarded as superior feature of random design when compared to fixed design
modelling.
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Corollary 2 Assume that Σxm∪t is diagonal, invertible and Ex4j < ∞ for all
j ∈ m (in the case of random X) and limn→∞ n−1X′m∪tXm∪t is diagonal and
invertible (in the case of deterministic X). Then mini∈t∩m T 2

i,m > maxi∈tc∩m T 2
i,m.

Corollaries 1 and 2 indicate that, when a model containing all significant variables
is fitted or variables are uncorrelated, the ordering with respect to the squared
t-statistics ensures that the coordinates corresponding to nonzero coefficients are
placed ahead the spurious ones. In a general case when the fitted model is mis-
specified (i.e. at least one significant variable is omitted) and the variables are not
independent it may happen that condition (6) or (7) is not satisfied for some i ∈ t,
j /∈ t and irrelevant variable j is placed ahead relevant variable i when the ordering
of variables is based on squared t-statistics. Example 1 explores such a situation.
Example 1 Consider random-design regression model Y = Xβ + ε, where β =
(β1, 0, β3)′, ε has N(0, I) distribution and rows of X are normally distributed with
covariance matrix

Σx = (σij) =




1 b 0
b 1 a
0 a 1


 ,

where a, b ∈ (0, 1) are parameters. Thus the true variables are uncorrelated, corre-
lation between true variable x1 and spurious x2 is equal b whereas correlation be-
tween true variable x3 and spurious x2 is equal a. A misspecified model m = {1, 2}
containing two variables only is fitted: x1 (true) and x2 (spurious). Theorem 1 (ii)
states that T 2

1,m > T 2
2,m for sufficiently large n with probability 1 i.e. the true

variable will precede the spurious one in the ordering if and only if (7) is satisfied.
It is easy to verify that in this case condition (7) yields

σ−111 (β1σ11 + β2σ12 + β3σ13)2 > σ−122 (β1σ12 + β2σ22 + β3σ23)2

or equivalently ρ2(x1, y) > ρ2(x2, y). For β1 = β3 = 1 an easy calculation shows
this is equivalent to 1 > b+a. When the spurious variable x2 is strongly correlated
with true ones it takes over their roles in the misspecified model and in effect has
more predictive power than variable x1. For β1 = β3 = 1 we carried out L = 500
simulations for n = 100, 200, 500 and computed fraction of correct orderings for
which T 2

1,m > T 2
2,m with varying value of parameter a and for fixed b = 0.5.

The results are presented in Figure 1. Note that to the left of the value a =
0.5 probability of correct ordering significantly increases in concordance with the
condition a+ b < 1. When the correlation a between spurious variable x2 and true
variable x3 missing from the model is strong then the ordering of variables in m
induced by t-statistics can be incorrect with high probability, i.e. it is likely that
T 2
1,m < T 2

2,m. Note that when model m = {2, 3} is fitted the condition for correct
ordering is the same.

2.3 Properties of λn(m)

In this section we discuss some formal properties of term λn(m) defined above in
Theorem 1. Proposition 3 below gives an interpretation of λn(m) in terms of the
Kullback–Leibler divergence (KL). Let fXtβt

(s) be the probability density function
(p.d.f.) of conditional distribution of Y given X, i.e the p.d.f. of the multivariate
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Figure 1: Estimated probabilities of T 2
1,m > T 2

2,m with respect to a based on N = 500
trials.

normal distribution N(Xtβt, σ
2I). Let fXmβm

(s) be the p.d.f. corresponding to
model m, i.e. the p.d.f. of N(Xmβm, σ

2I). Let spX(m) denote the space spanned
by columns of X corresponding to model m. The following properties hold. They
are proved in the appendix.

Proposition 3

KL(fXtβt
, fXmβm

) =

∫ +∞

−∞
fXtβt

(s) log
fXtβt

(s)

fXmβm
(s)

ds =
||Xtβt −Xmβm||2

2σ2
(9)

and

KL(fXtβt
, spX(m)) = inf

Xmγ∈spX(m)
KL(fXtβt

, fXmγ) =
λn(m)

2σ2
. (10)

It follows that λ(m) is equal, up to multiplicative factor (2σ2)−1, to a limiting
value of Kullback–Leibler divergence, averaged per observation, between proba-
bility density function corresponding to the true model and space spanned by
columns of X corresponding to model m.

Proposition 4 The following equality holds

λn(m) = β′t\m[X′t\mXt\m −X′t\mXm(X′mXm)−1X′mXt\m]βt\m.

It is seen that the matrix pertaining to quadratic form above is Schur complement
(see e.g. [12], p. 95) of the block X′mXm of the matrix X′t∪mXt∪m.

Proposition 5 The following inequality holds

λn(m) ≥ λmin(X′t∪mXt∪m)||βt\m||2.
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It follows from Proposition 5 that λmin(X′t∪mXt∪m) > 0 implies that λn(m) is
also positive.

2.4 Modifications of the original approach

As time complexity of the calculation of final scores is linear in B it is worth-
while to consider variants of the method which would yield similar performance
for smaller number of runs. Here we introduce two algorithms: Weighted RSM
(WRSM) and Screened RSM (SRSM), which also can be combined together. First
we will describe the WRSM procedure.

WRSM Algorithm

1. Input: observed data (Y,X), number of subset draws B, size of the subspace
|m| < min(p, n).

2. For each variable i fit univariate model y ∼ xi and compute weight of i-th
variable w(0)

i .

3. For each variable i compute πi = w
(0)
i /

∑p
l=1 w

(0)
l .

4. Repeat the following procedure for k = 1, . . . , B = Bn, where Bn is such that
Bn →∞ when n→∞ and starting with Ci,0 = 0 for any i.
• Randomly draw a model m∗ = {i∗1, . . . , i∗|m|} from the original feature space

in such a way that probability of choosing i-th variable is equal πi.
• Fit model y ∼ xm∗ and compute weight wi,m∗ for each i ∈ m∗. Set wi,m∗ =

0 if i /∈ m∗.
• Update the counter Ci,k = Ci,k−1 + I{i ∈ m∗}.

5. For each variable i compute the final score FS∗i defined as

FS∗i =
1

Ci,B

∑

m∗:i∈m∗
wi,m∗ .

6. Sort the list of variables according to scores FS∗i : FS∗i1 ≥ FS∗i2 . . . ≥ FS∗ip .

7. Output: Ordered list of variables {i1, . . . , ip}.
Actual point 4 of the above procedure uses a simplified scheme, namely probabili-
ties πi are applied sequentially, that is the probability of choosing the next variable
is proportional to the probabilities amongst variables not chosen till that moment.
Note that this does not match exactly the procedure given in the algorithm. Prob-
ability that the given i-th variable will be selected to a randomly drawn model m∗

is

P (i ∈ m∗) = P (i be selected in the first step)+
P (i be selected in the second step) + . . .+ P (i be selected in the m-th step) =

πi + πi
∑

j 6=i

πj
1− πj

+ . . .+ πi
∑

j1,...,j|m∗|−1

πj1
1− πj1

·
πj1 · · ·πj|m∗|−1

1− πj1 − . . . πj|m∗|−1

. (11)

In the sampling literature the above probability is referred to as an inclusion
probability. Observe that for large p the inclusion probability is approximately
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proportional to πi. When |m∗|πi < 1 for all i, one can use unequal probabilities
(UP) sampling techniques, e.g Systematic Sampling proposed in [13], to have P (i ∈
m∗) = |m|πi. For further examples of UP sampling methods see [14]. To illustrate
the issue consider a simple example. Let p = 3, |m∗| = 2, π1 = 0.4 and π2 = π3 =
0.3. It is easy to verify that in this case inclusion probabilities calculated from (11)
are equal 0.74, 0.62 and 0.62, respectively, whereas the desired values are 0.8, 0.6
and 0.6.

In the WRSM procedure variables whose individual influence on response is
more significant, have larger probability of being chosen to any of the random sub-
spaces. Since in WRSM the relevant variables are more likely to be selected, we can
limit the number of repetitions B in the main loop and reduce the computational
cost of the procedure.

Let β̂i,{i} be a least squares estimator based on univariate model y ∼ xi and

Ti,{i} be the corresponding t-statistic. In WRSM we take w(0)
i = |Ti,{i}|.

In the following theorem we determine asymptotic final scores assigned by the
above procedure. LetM|m| be the family of all subsets {i1, . . . , i|m|} of {1, . . . , p}
(models) of size |m| and |M|m|| =

(
p
|m|
)

be its cardinality. Analogously let Mi,|m|
be the family of all subsets of size |m| containing variable i and note that |Mi,|m|| =(
p−1
|m|−1

)
. Let P ∗ by a resampling measure on M|m| determined by point 4 of the

algorithm. Thus a probability of choosing model m is given by

P ∗(m) =
∑

S(j1,...,j|m|)

πj1
πj2

1− πj1
· · ·

πj|m|
1− πj1 − . . .− πj|m|−1

,

where S(j1, . . . , j|m|) is a set of all permutations of indices {j1, . . . , j|m|}. The
expected value with respect to this distribution will be denoted by E∗. In the case
of deterministic X let

ti,m =
λm\{i} − λm
σ2 + λm

=
MSEP (m \ {i})−MSEP (m)

MSEP (m)
.

and for the random X

ti,m =
ρ2y,xm

− ρ2y,xm\{i}

1− ρ2y,xm

.

It follows from the proof of Theorem 1 (see [1]) that under its assumptions in both
cases (n − |m|)−1T 2

i,m
a.s.−−→ ti,m. Thus ti,m stands for asymptotic weight in RSM

scheme. We state the result for WRSM procedure in the case when the number of
predictors p is fixed and the initial weights w(0)

i are deterministic.

Theorem 2 Let (w
(0)
1 , . . . , w

(0)
p )′ be a deterministic vector. In the case of deter-

ministic X assume that λ(m) and λ(m \ {i}) , i ∈ m, exist for all subsets of a
given size |m|. In the case of random X assume that Σxm

is invertible for all sub-
sets of a given size |m| and Ex4j < ∞ for all j. Then for almost any sequence
(Y(n),X(n))∞n=1

FS∗i
P∗−−→ AFSi :=

∑
m∈Mi,|m|

ti,mP
∗(m)

∑
m∈Mi,|m|

P ∗(m)
, as n→∞.
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Thus FS∗i is asymptotically equivalent to AFSi, which is a weighted average of
mean squared error of prediction MSEP , when the variable i is omitted from
model m. The average is taken over all models m containing this variable. Note
that the limiting value AFSi equals conditional expectation E∗(ti,M |i ∈M), where
M = m is a random subset chosen by the procedure. Observe that in the original
RSM we have P ∗(m) = 1/|M|m|| and then

AFSi :=
1

|Mi,|m||
∑

m∈Mi,|m|

ti,m.

Now we will discuss screening random subspace method (SRSM).

SRSM Algorithm

1. Input: observed data (Y,X), number of subset draws B, size of the subspace
|m| < min(p, n).

2. For each variable i fit univariate model y ∼ xi and compute weight of i-th
variable w(0)

i .

3. Let Mscreen = {i : w
(0)
i > median1≤k≤p(w

(0)
k )}. RSM procedure is performed

on data (Y,XMscreen).
4. Output: Ordered list of variables {i1, . . . , ibp/2c}.

In SRSM procedure the preliminary screening based on univariate models is
performed. Variables corresponding to the smallest weights w

(0)
i are discarded

and the RSM is performed on the remaining variables. This step reduces data
dimensionality. Here the choice of the median as the threshold in 3 is arbitrary,
in general it may depend on preliminary knowledge of researcher. As in WRSM
the number of repetitions B can be limited to reduce the computational cost. The
choice of initial weights is w(0)

i = |Ti,{i}|.
The following example shows a similar screening procedure which is based on

thresholding of absolute values of t-statistics. We give the formal justification of
such procedure under conditions given below. Define Mscreen = {i : |β̂i,{i}| >
rn/n}, where rn is a threshold sequence such that rn/n → r < mini∈t |βi|. Let
γi = limn→∞ n−1X′iXtβt, for i 6∈ t.
Proposition 6 Assume that columns of X are standardised, i.e. their sample
means are zero and n−1||Xi||2 = 1 for all i. Assume also that σ is known,
n−1X′k1Xk2 → 0, for all pairs of relevant variables k1, k2 ∈ t and log(p) = o(n).
Then

P (Mscreen ⊃ t)→ 1. (12)

If maxi 6∈t |γi| < r we have

P (Mscreen = t)→ 1. (13)

The proof of the above Proposition is relegated to the Appendix. Note that un-
der assumptions of Proposition 6 ordering of variables with respect to |Ti,{i}| is
equivalent to ordering with respect to |β̂i,{i}| = |n−1X′iY|. Convergence in (12)
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indicates that with probability tending to one the true model t will be contained
in the set of variables retained after the screening procedure. It follows from (13)
that when dependence between spurious and relevant variables is not very strong,
the true model t will be identified with probability tending to one, even when the
number of all potential variables is large. In practise it is difficult to apply the
above procedure since the proper choice of the threshold sequence rn depends on
an unknown parameter βt.

3 Model selection procedures

We briefly describe model selection procedure based on the RSM. In the following
observed data (Y,X) is split into two subsets: training set (Yt,Xt) containing
nt observations and validation set (Yv,Xv) containing nv observations. Let also
(Ytest,Xtest) containing ntest observations be a test set. The following two-stage
model selection procedure is performed.
Step 1. RSM procedure is performed on set (Yt,Xt). The covariates {1, . . . , p}
are ordered with respect to RSM final scores

FSi1 ≥ FSi2 ≥ . . . ≥ FSip .

Step 2. From the nested family of models

Mnested = {{i1}, {i1, i2}, . . . , {i1, i2, . . . , imin(p,n)−1}}

we select model mopt = {i1, . . . , i|mopt|} for which the prediction error n−1v ||Yv −
Xvβ̂mopt

||2 is minimal. Here, β̂mopt
is a least squares estimator based on model

mopt computed on training data. The analogous model selection procedure is per-
formed for WRSM and SRSM using in step 1 the ordering given by the respective
procedure.

The score FSi is a variable importance measure which shows the significance
of the i-th variable and describes its predictive power. In the first step we obtain
a ranking of variables, showing what is the contribution of each of them in ex-
plaining the response. It follows from the properties of QR decomposition that in
the second step it suffices to fit only one model based on min(n, p) − 1 variables
sorted according to ranks of final scores. If only variable importance estimation
is of interest there is no need to split data into training and validation sets– the
RSM is performed based on all n observations.

As benchmarks we also consider two other methods. The first, is the lasso
method proposed in [3]. For this method, the estimator is defined by

β̂lasso(α) = arg min
β

[
||Yt −Xtβ||2 + α||β||l1

]
,

where || · ||l1 denotes l1 norm and α is a parameter. Because of the nature of the
penalty choosing sufficiently large α will result in some of the coefficients to be
exactly zero. Thus the lasso can be viewed as a variable selection method. The
optimal value α (denoted by αopt) is chosen by minimizing the prediction error on
independent validation set, i.e. n−1v ||Yv−Xvβ̂lasso(α)||2 or by cross-validation. We
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use the first option in our numerical experiments in order to make a comparison
with the RSM more objective.

As the second benchmark, the univariate approach is considered. In this method
informativeness and prediction strength of each feature is evaluated individually.
Here, for each variable i ∈ {1, . . . , p} we compute squared value of its t-statistic
T 2
i,{i} based on simple regression model y ∼ xi. Then the covariates are ordered

with respect to T 2
i,{i} and the same procedure on hierarchical list of models as in

the RSM is performed.

4 Numerical Experiments

In this section we study the performance of the proposed methods as prediction
tools. We compare original RSM with WRSM and SRSM proposed here. We also
used a hybrid method WSRSM in which in the first step screening is performed
and then the WRSM is applied to remaining variables. As benchmarks we used
the lasso and the univariate method. Recall that t denotes the set of coordinates
which correspond to non-zero coefficients βt. The following linear models have
been considered:

(M1) t = (2k + 7 : k = 3, . . . , 12), βt = (1, . . . , 1)′,
(M2) t = (k2 : k = 1, . . . , 5), βt = (1, 1, 1, 1, 1)′,
(M3) t = (1, . . . , 5, 11, . . . , 15, 21, . . . , 25),

βt = (2.5, . . . , 2.5, 1.5, . . . , 1.5, 0.5, . . . , 0.5)′.

Number of potential regressors is p = 1000, and number of observations is n =
200. The rows of X were generated independently from the standard normal p-
dimensional distribution with zero mean and the covariance matrix Σx = (ρij) =
ρ|i−j|. Three values of ρ = 0, 0.5, 0.8 were considered. The outcome is Y = Xtβt+
ε, where ε has zero-mean normal distribution with covariance matrix σ2I and
σ2 = 1 (for models M1 and M2) and σ2 = 1.5 (for model M3). Models M1
and M2 were used in [15] whereas model M3 is model 7 in [16]. Observe that
for models M1 and M2 when ρ > 0 dependence between the relevant variables
is much weaker than that between the relevant variables and the spurious ones
adjacent to them. The simulation experiments were repeated L = 500 times. For
each simulation trial, data (Y,X) is split into training set (Yt,Xt) and validation
set (Yv,Xv) containing nv/2 = 100 observations each and final model mopt is
selected as described in Section 3.

For all methods the prediction strength of the selected model is assessed by
prediction error on independent test set using the average error

n−1test||Ytest −Xtestβ̂mopt
||2

with β̂mopt
being an estimator based on model mopt computed on training data.

For the RSM we considered B = 5000 choices of a random subspace consisting of
|m| = min(nt, p)/2 = 50 attributes.

Figures 2, 3, 4 present prediction errors for models (M1), (M2) and (M3). It
is seen that RSM works better than the lasso for model (M1) and (M2) when the
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dependence is moderate (ρ = 0.5) or strong (ρ = 0.8). In the case of model (M3)
lasso outperforms RSM. Using weighting in RSM improves the results for models
(M1) and (M2) when the dependence is not very strong (ρ ≤ 0.5). In the case of
model (M3) WRSM outperforms RSM for all dependence structures. For model
(M3), where the lasso outperforms RSM, it is in its turn outperformed by WRSM.
It is interesting that screening (SRSM) does not improve the results of RSM for
M = 1000 and WSRSM behaves comparably to WRSM. However, it should be
pointed out that using WRSM and SRSM we can substantially reduce the number
of repetitions B. Figure 5 presents the means of prediction errors with respect to
B in the case of model (M3). In particular, figure 5 (a) indicates that the mean
of prediction error for WRSM with B = 50 is smaller than the one for RSM with
B = 1000.
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Figure 2: Prediction errors for model M1 with M = 1000 and n = 200 based on L = 500
simulation trials. Figure (a) corresponds to ρ = 0, figure (b) to ρ = 0.5 and (c) to ρ = 0.8.
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Figure 3: Prediction errors for model M2 with M = 1000 and n = 200 based on L = 500
simulation trials. Figure (a) corresponds to ρ = 0, figure (b) to ρ = 0.5 and (c) to ρ = 0.8.
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Figure 4: Prediction errors for model M3 with M = 1000 and n = 200 based on L = 500
simulation trials. Figure (a) corresponds to ρ = 0, figure (b) to ρ = 0.5 and (c) to ρ = 0.8.
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Figure 5: Means of prediction errors with respect to B for model M3 with M = 1000
and n = 200 based on L = 500 simulation trials. Figure (a) corresponds to ρ = 0 and
figure (b) to ρ = 0.5.

A Proofs

A.1 Proof of Theorem 2

First note that

E∗
T 2
i,m∗

n− |m| =
∑

m∈Mi,|m|

T 2
i,m

n− |m|P
∗(m) (14)
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and for almost any sequence (Yn,Xn)∞n=1

Var∗
T 2
i,m∗

n− |m| =
∑

m∈Mi,|m|

T 4
i,m

(n− |m|)2P
∗(m)−


 ∑

m∈Mi,|m|

T 2
i,m

n− |m|P
∗(m)




2

→

∑

m∈Mi,|m|

t2i,mP
∗(m)−


 ∑

m∈Mi,|m|

ti,mP
∗(m)




2

<∞, as n→∞. (15)

Using (14), (15) and Markov’s inequality we have that

1

Bn

∑

m∗:i∈m∗

T 2
i,m∗

n− |m| −E∗
T 2
i,m∗

n− |m|
P∗−−→ 0, as n→∞.

Thus, using the fact that Ci,Bn

Bn

P∗−−→∑
m∈Mi,|m|

P ∗(m) we obtain

TS∗i −
∑
m∈Mi,|m|

T 2
i,m

n−|m|P
∗(m)

∑
m∈Mi,|m|

P ∗(m)

P∗−−→ 0, as n→∞,

which, together with (n− |m|)−1T 2
i,m → ti,m for almost any sequence

(Y(n),X(n))∞n=1, yields the assertion of the Theorem.

A.2 Proof of Proposition 2

Matrix W as a positive definite matrix can be decomposed as W = W 1/2W 1/2,
where W 1/2 = US1/2U ′, U is an orthogonal matrix and S is a diagonal matrix
with positive diagonal. Let Dm be (|t∪m|)×|m| matrix such that Xm = Xt∪mDm.
We can write

n−1||Xβ − PmXβ||2 =
n−1β′t[X

′
t∪mXt∪m −X′t∪mXm(X′mXm)−1X′mXt∪m]βt =

n−1β′t[X
′
t∪mXt∪m −X′t∪mXt∪mDm(D′mX′t∪mXt∪mDm)−1D′mX′t∪mXt∪m]βt,

which converges to

λ(m) = β′t[W −WDm(D′mWDm)−1D′mW ]βt =
(W 1/2βt)

′[I−W 1/2Dm[(W 1/2Dm)′(W 1/2Dm)]−1D′mW
1/2](W 1/2βt) =

||(W 1/2βt)−Hm(W 1/2βt)||2 > 0,

where Hm is a projection on the space spanned by columns of W 1/2. The last
inequality follows from the fact that the columns of W 1/2 are linearly independent
and model m does not contain at least one significant variable.

A.3 Proof of Proposition 3

Equality in (9) follows from

KL(fXtβt
, fXmβm

) =

∫ +∞

−∞
fXtβt

(s) log
fXtβt

(s)

fXmβm
(s)

ds =
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2(Xtβt)
′(Xtβt −Xmβm)

2σ2
+

(Xmβm)′(Xmβm)− (Xtβt)
′(Xtβt)

2σ2
=

||Xtβt −Xmβm||2
2σ2

.

Equality (10) simply follows from

inf
Xmγ∈spX(m)

KL(fXtβt
, fXmγ) = inf

Xmγ∈spX(m)

||Xtβt −Xmγ||2
2σ2

=

||Xtβt − PmXtβt||2
2σ2

=
λn(m)

2σ2
.

A.4 Proof of Proposition 4

The following equalities hold

λn(m) = ||Xtβt − PmXtβt||2 =

||Xt\mβt\m − PmXt\mβt\m + Xm∩tβm∩t − PmXm∩tβm∩t||2 =

||Xt\mβt\m − PmXt\mβt\m||2 = β′t\mX′t\m[I− Pm]Xt\mβt\m =

β′t\m[X′t\mXt\m −X′t\mXm(X′mXm)−1X′mXt\m]βt\m.

The second equality follows from the fact that Pm is linear.

A.5 Proof of Proposition 5

The following inequality holds

λn(m) = ||Xtβt − PmXtβt||2 = inf
α∈R|m|

||Xt\mβt\m −Xmα||2 =

inf
α∈R|m|

[(βt\m,α)′X′t∪mXt∪m(βt\m,α)] ≥ λmin(X′t∪mXt∪m)||βt\m||2.

A.6 Proof of Proposition 6

In view of the assumptions and the fact that n−1X′iε ∼ N(0, σ2/n) we have

β̂i,{i} = n−1X′iY = n−1||Xi||2βi + n−1X′iXt\iβt\i + n−1X′iε→ βi, (16)

for relevant variable i ∈ t. For spurious variable i /∈ t we have

β̂i,{i} = n−1X′iY = n−1X′iXtβt + n−1X′iε→ γi.

The convergence in (12) follows from (16). In order to show (13) we have to prove
that P (maxi 6∈t |β̂i,{i}| > rn/n)→ 0. The following inequalities hold

P (max
i 6∈t
|β̂i,{i}| > rn/n) = P (max

i 6∈t
|X′iY| > rn) ≤ (p− |t|) max

i6∈t
P (|X′iY| > rn) ≤

(p− |t|)[max
i6∈t

P (X′iY > rn) + max
i 6∈t

P (X′iY < −rn)]. (17)

Now, using the assumption maxi 6∈t |γi| < r and Mill’s inequality (see in [17]), the
first probability in (17) can be bounded from above by

pmax
i 6∈t

P (X′iXtβt + X′iε > rn) =
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pmax
i 6∈t

P (n−1/2X′iε > n1/2(rn/n−X′iXtβt/n)) ≤

pmax
i 6∈t

1

n1/2(rn/n−X′iXtβt/n)
exp(−n(rn/n−X′iXtβt/n)2/2)→ 0,

under assumption log(p)/n → 0. The second probability in (17) is treated analo-
gously.
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Abstract
In this paper, perspectives for building a Polish question answering (QA) system
are considered. It begins with an explanation of an increasing demand for such
systems, along with inevitable difficulties and usage examples. Then, a question
answering task is defined as a point of reference and for future evaluation. Existing
solutions of similar tasks for English, evaluated during text processing conferences,
are presented along with their common architectural scheme. To assess the applica-
bility of those solutions to Polish, their language dependence is discussed, preceded
by an outline of distinctive features of Slavonic languages, especially Polish, and
their impact on text processing. Some already existing QA solutions for Polish are
also enumerated.
Keywords: question answering, natural language processing, Polish, information
extraction

1 Introduction

Question Answering (QA) is a challenge present in computer science since its
beginnings. It is a natural human desire: to have a purely automatic tool that will
help in solving problems with information just like mechanical tools solve problems
with matter. The invention of first computers sparked off numerous visions of
talking machines, playing important roles in popular culture. It seemed to be the
most obvious direction of development for electronic brains. From that point of
view, the following definition could be used:

Definition 1 Question Answering System is a computer system, capable of
addressing questions formulated by a human user in his natural language.

Why this feature of computer systems is so important for users and so ne-
glected by their designers? To understand it, one needs to realise that computers
think in their own way, and the burden of translating the problem to a computer-
understandable way usually lies on user’s shoulders. The poorer are the computer
skills of the user, the harder it becomes.

For example consider the task of searching the WWW in order to find a specific
piece of information. This service is a basic tool for Internet users, including the
least experienced ones. However, designing a successful query involves obeying
certain rules. Some of them are counterintuitive (e.g. choosing words which will
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not appear in web pages that will not contain desired information), some involve
additional search tools. Unfortunately, most users are not aware of them, which
leads to the following results:

• every day, 3 million queries to the Yandex (a Russian search engine) are plain
questions [1] (How to lose weight? is the most popular),

• 80% of the users do not use boolean operators at all [2],

• other advanced features of search engines (wildcards, etc.) are also seldom
used.

This type of problems are encountered whenever knowledge stored in a computer
system needs to be accessed by a person, who is not qualified enough (although
he may be an expert in his own field), e.g. in medical systems, customer services
or libraries.

In fact, almost all applications could benefit from adding question answering
elements. Even regarding those with low level of interaction with user, such as
weather modelling or engineering calculations, an underlying problem could be
formulated as simple questions in a natural language, like Will it rain tomorrow?
and Is this bridge able to hold the expected load?, respectively. More about such
modules could be found in [3].

1.1 Difficulties

Now, let us focus on another side of the problem: why so desirable feature is so
rarely implemented in commercial products? That is because its realisation is very
hard; Shapiro describes it as AI-complete. It means that solving the problem of the
area is equivalent to solving the entire AI problem - producing a generally intel-
ligent computer program [4]. Features that make the natural language processing
(especially question answering) so challenging are the following:

• contextuality: The meaning of every language element (a word, a sentence)
depends highly on its neighbourhood. It makes Information Retrieval (IR) and
Information Extraction (IE) hard, as information obtained by a user may be
different than expected because of its context. Usually, in those cases, systems
provide the user with additional information about the context, such as text
snippets in web search engines. The most problematic contextual elements
i.e. ellipses1 and anaphoric expressions2 may be dealt with in QA systems by
specialized modules, called anaphora resolution solutions [5].

• ambiguity: Sometimes even while knowing a context of a particular sentence,
we still have a number of possible ways to understand it. It could be unintended,
but also may be a deliberate act of an author in order to influence a recipient,
e.g. by suggesting instead of stating explicitly. Usually, it is assumed that such
situations should not appear in well-formed, informative texts.

1Ellipsis is an omission of a word (or more) in a text, which could be easily determined from
a context.
2Anaphora is an expression with a certain word (or a whole group of words) replaced by

another word, usually a pronoun.
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• imprecision: It seems obvious that human utterances lack the precision of,
say, mathematical formulae or numerical computations. However, it is not a
problem as long as questions which are to be answered using this knowledge
are of similar precision. Again, choosing a textual information source adequate
to our needs is crucial.

• implicitness: In communication between humans, a message being transferred
is not stated explicitly, but rather derived from all the knowledge common
for its sender and receiver, which words are only a part of. Other relevant
knowledge sources include gesticulation, facial expression and tone of voice.
Unfortunately, even avoiding the above by working with digital texts, we still
have to take into account another hidden source of knowledge: a common
sense. For example, let us consider the following pair of sentences: Elephants
ate all the fruits yesterday. They seem very content with it. To understand it,
we need to resolve the anaphora they in the second sentence. Unfortunately,
it is not possible on syntactic level; elephants and fruits are both acceptable
candidates in this situation. Obviously, any human reader knows that he should
choose the elephants, as the fruits are unable to have any feelings, including
the contentness. However, this information is not provided by the context; it’s
also highly unlikely to appear in any conventional textual source, such as a
newspaper archive or an encyclopaedia. It is expected to be a part of world
understanding, usually called commonsense knowledge, including which in a
computer system poses a great challenge.

The problems of contextuality and implicitness in a QA task are easier to deal with
when using appropriate linguistic tools; some of them are discussed in section 4.4.
A careful choice of source texts for QA helps to overcome difficulties with ambiguity
and imprecision, see section 2.2.

1.2 Paper aim and organization

In section 2 a clear, language-independent problem definition is presented to focus
on core problems, namely the natural language processing (NLP). Next, in section
3, solutions and approaches present in the literature are enumerated including a
common architectural scheme with detailed explanation of its elements. Section 4
is devoted to discussing the relevancy of previous statements to the Slavonic lan-
guages, especially Polish. In particular, a few existing QA solutions are presented
and the architectural scheme from section 3.3 is analysed to identify language-
dependent elements and discuss their availability in Polish. Section 5 concludes
the paper.

2 Problem definition

In the previous section, the motivation for building QA systems was outlined —
a huge number of computer systems could improve their users’ satisfaction by
implementing natural language communication. The purpose of this section is to
define a QA problem in order to focus our attention on its most important features
and set aside problems related with a particular use. Generally, the task which is to
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be defined here is called an open domain factoid question answering using
text corpus. Let us state the following:

Definition 2 Question Answering is a problem of automatic extraction of a
concise answer in a natural language, in response to a question formulated in
the natural language, based on knowledge gathered from collection of texts in the
natural language.

It is a much narrower formulation than in the Definition 1; in this case not only the
questions, but also the answers and the sources are expressed in a natural language.
However, as it includes the core language processing problem, its solutions could
also be used in implementations of similar tasks, say, interface of a database.

2.1 Questions

Let us define a Question in our QA system as a sentence, being a question according
to natural language rules, expected answer to which is a simple entity, i.e.:

• An answer to the question is present in the text collection, but it may be indi-
rect, or preparing it may involve combining knowledge from several documents.

• Questions should not require any complex reasoning or computing, so the focus
remains on text processing. For example the following question: Which is the
largest country of those that spend more than 10% of their budget on their
army? would not be accepted, unless there is a corresponding sentence in a
source text.

• A target of question is a simple entity, regardless whether named (person,
city, country, date, quantity, etc.) or unnamed (thing, concept, property, ani-
mal, event, action etc.). Such question are usually called factoid questions.
Queries demanding a definition or an explanation, such as What is a global
warming? do not fall into this category.

• The queries are grammatically correct questions in the natural language, which
rules out requests like Tell me the name of the first post-war president of
France.

A test set for a QA task is just a set of questions as defined above; no additional
information, e.g. about context or domain, is provided, thus the questions need to
be self-explaining and precise.

2.2 Texts

As stated in section 1.1, a level of difficulty of a QA task depends highly on texts
to be processed. An ideal textual database for evaluating such systems would have
the following properties:

• linguistic correctness: Usually texts that people describe as well-written and
correct are also relatively easy for automatic processing.

• precision: To extract valuable information from the texts, we need them to
be written precisely, without ambiguities or vague statements.



126 Piotr Przybyła

• informativeness: To be able to answer interesting, non-trivial and worth
asking questions, we need the corresponding source to contain appropriate
answers. That rules out all sort of literary work, albeit satisfying the remaining
conditions.

• abundance: Modern NLP challenges are mostly connected with a need to
deal with huge numbers of texts — to evaluate a QA system we want it to
process a significant knowledge base, containing an overwhelming amount of
information, mostly irrelevant to any query.

• open-domain: Closed-domain systems are being actively developed, but em-
ploy different techniques (such as manual creation of possible questions list or
a knowledge base). Herein, only open-domain systems are considered, which
needs to be reflected in the knowledge source.

Sources which are used for similar purposes in literature are newswire bases or
encyclopaedias. They come from relatively reliable sources and satisfy all the con-
ditions outlined above. On the other hand, they are very far from what may be
found in the most important ”battleground” of the modern text processing: the
Internet. The content of web pages is usually imprecise, ambiguous, more persua-
sive or emotional than informative, often incorrect in terms of syntax or spelling.
The Wikipedia may be some kind of a compromise in that matter: offers highly-
informative articles, but written by internet users instead of professional journalists
or scientists.

2.3 Answers

What exactly is an answer to our question? For example, let us consider the
question When did Albert Einstein marry his second wife?. In fact, the four answer
levels are possible:3

1. A document containing an answer: Wikipedia:Albert Einstein. However, such
an answer is rather typical for Information Retrieval systems, as it still requires
a user to extract the entity from the text.

2. An answering sentence: Einstein married Elsa Löwenthal (née Einstein) on 2
June 1919, after having had a relationship with her since 1912. Here, there is
less work for a user, but he still needs to find the dates in the sentence and
decide, which corresponds to his question.

3. Only an entity demanded: 2 June 1919. That seems to be the option most
convenient for a user.

4. A full phrase based on a question: Albert Einstein married his second wife on
2 June 1919. Although that would be a natural way of responding, it is seldom
implemented in existing open-domain QA systems.

Henceforth, in this paper by answer the entity demanded, as in the point 3, will
be meant.

3Answers extracted from: http://en.wikipedia.org/wiki/Albert_Einstein.
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2.4 Evaluation

Generally, an evaluation of a QA system is a process of measuring its outcome in
a precisely defined environment. The environment consists of questions, sources
and answers satisfying certain conditions, for example those outlined in sections
2.1, 2.2 and 2.3 of this document. What is more, one needs to define measures
to be applied to gathered answers. Aside from obvious computing a percentage of
questions answered correctly, worth mentioning are number of questions a tested
system decided to answer (crucial in Jeopardy! competition, in which QA system
named Watson took part [6]) and adequacy of a document returned as a support
of an answer (e.g. TREC competition [7]).

3 Related work

The field of question answering attracts a lot of attention, resulting in many inter-
esting solutions. However, while their authors use different testing environments or
different correctness measures, they remain incomparable. One of the ways to over-
come this problem are open competitions organised together with corresponding
conferences.

3.1 Open competitions

The most important competition was Question Answering track at Text REtrieval
Conference (TREC), which was arranged in years 1999-2007 [7]. In 2007, a total
of 515 questions was organised in 70 series, each related to a certain target (e.g.
Guiness Brewery, Jon Bon Jovi or March Madness 2011 ). The following question
types were present4:

• FACTOID: an expected result type is a single entity, being an answer to the
question, e.g. On what date did this earthquake strike?,

• LIST: an expected result type is a list of entities satisfying the question, e.g.
What countries were affected by this earthquake?,

• OTHER: an expected answer type is an interesting information nugget about
the target, different from those present in the remaining questions from the
series.

In 2008, the competition transformed into Opinion Question Answering at First
Text Analysis Conference (TAC 2008), where the task was to find opinions in
a blog corpus [8]. The Question Answering for Machine Reading Evaluation has
been offered at Conference and Labs of the Evaluation Forum. In this case answers
were given (5 options for each of 160 questions), so the focus was on a deep text
understanding, namely not only finding entities in text, but also reasoning and
inferring based on extracted knowledge [9]. Tasks (i.e. source texts, questions and
answers) were given in English, German, Italian, Romanian, Spanish, Arabic and
Bulgarian. Another multilingual task was the Cross-Lingual Question Answering
(CLQA) Task at NTCIR (NII Test Collection for IR Systems) Workshop. An aim

4Examples from the target Pakistan earthquakes of October 2005, published in [7].
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was to answer questions with named entities extracted from corpora in Chinese,
Japanese and English [10].

Another idea worth mentioning has been proposed by a team working on Wat-
son [6] at IBM. In [11] they proposed to build so-called Open Collaboration Frame-
work not only in order to compare results, but also to invigorate collaboration
between academic and industrial organisations by using shared system model and
open-source components and exchanging elements of QA solutions.

3.2 Solutions

The first solutions for problems formulated in a way similar to section 2 were
proposed in the 60’s (a detailed review may be found in [12]). However, they
relied mostly on transforming a text and questions into some kind of a formal
representation and then employing rapidly developing theorem-proving techniques
to find an answer. Unfortunately, this approach did not lead to satisfying results
not only because of the ambiguity and imprecision of English, but also because of a
lack of reliable linguistic tools necessary for such a transformation. In this situation,
researchers needed to base on few manually-prepared rules covering only a small
part of the language. The beginnings of the Internet encouraged researchers to use
similar approach again, this time to extract information from the WWW [13].

A large number of modern QA systems took part in the TREC QA competition
in years 1999-2007 (overviews published in [14, 15, 16, 17, 18, 19, 20, 21, 7]). Most
of participating solutions had a similar architecture, outlined in the next section,
and used available linguistic tools and resources heavily.

The last breakthrough worth mentioning was made by a team from the IBM
Research Division, who managed to build Watson, a complex QA system, which
participated live in the U.S. TV quiz show called Jeopardy! [6]. The task differs
from what is described above in three ways: first, queries are not formulated as
pure questions, but clues, to which a participant is expected to respond, ask-
ing an appropriate question. Secondly, usually it is not enough to have pure fac-
toid knowledge; one needs to combine distant relations, solve puzzles, understand
word games. Finally, during competition, each of the participants needs to decide
whether he wants to respond to a clue after seeing it; therefore, a precise confidence
estimation becomes crucial.

3.3 Common architecture

As stated above, a majority of modern QA solutions share a common architectural
scheme, which has been illustrated in Figure 1.

As we can see in the figure, a whole process starts with a pre-processing of
a text base, which is to be executed offline, before the system is presented to
users. When a question is available, it undergoes a similar processing stage, which
also determines its type. The information is used in subsequent steps: searching
for relevant documents using an index, choosing a sentence which matches the
question best, and, finally, extracting a demanded entity from the sentence.
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Figure 1: Outline of a typical QA system.

3.3.1 Text base processing

Before an evaluation begins, the text corpus is processed to facilitate its usage as a
knowledge base for question answering. For English sources, usually a stemming5

is applied, but in case of languages with the nominal inflection it may get more
complicated (see section 4.1). Systems employing a deep semantic parsing may
also execute it as a stage of the text preprocessing (e.g. [22]).

3.3.2 Index

An index is introduced because of performance reasons. Regardless of a sentence
selection method, it is not possible to apply it to all of the documents from the
corpus. Therefore, in the preparatory stage, the full-text search index is created,
using one of powerful and freely available search engines, such as Apache Lucene.
When the question is processed, it is transformed into a list of keywords, forming
a search query. This transformation process usually includes a removal of stop-
words6 and using external resources for query expansion by adding synonyms [23]
or more complex semantic transformations [22]. A certain number of top results
is then passed on to the subsequent steps. Some of the systems, such as [24],
include feedback loops, returning to this stage in case of extracted documents
being irrelevant.

3.3.3 Question processing

There are three goals of this stage:

5Stemming is a process of assigning a pseudo-word (called a stem) to words in a text in a
way that will guarantee (or, more likely, make very probable) that different forms of the same
word will get equal stems.
6The term stop-words refers to words, which are very frequent in all documents in a particular

language, such as (for English) a, the or is.
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1. question type determination,
2. answer type determination,
3. transformation to a search query.

The first task is to find out what is a general type of the question: factoid, list,
definition, yes-no or other. In the TREC QA task this information was being given
explicitly [7], but it is not the case in real-world applications. The second stage is
an interesting problem itself: how to determine what is the type of an entity, which
is sought by the questioner? The interrogative pronouns (e.g. who, where, when)
may be of some use (who usually refers to a person), but they are not enough
(who question may also be answered by an entity being an organisation). Usually
solutions include a number of possible target categories (e.g. PERSON, DATE,
TITLE, QUANTITY, CITY, . . . ) or even complex hierarchies, like in [25]. Apart
from rules created manually some systems use the WordNet7 [24, 27] or machine
learning techniques [25, 28] to find the answer type. Requiring the user to fill in
a form instead of writing the question, like in [29], renders question processing
unnecessary.

3.3.4 Sentence selection

The core element of every QA system is responsible for choosing a sentence which
is most likely to contain the answer. Four main approaches to the problem may
be identified:

1. Pattern matching,
2. Semantic matching,
3. Probabilistic matching,
4. Conversion into logic forms.

Pattern matching is an extremely simple and surprisingly effective technique
for question answering which has been used extensively. For example, let us con-
sider the following question: When did Frederick I Barbarossa die?. It is quite
probable that the answering sentence will take the form: Frederick I Barbarossa
died on <DATE>. We can then scan the sources very efficiently, just looking for
the specified pattern. Of course, if this information is expressed differently, then
the approach fails. However, if we use the WWW as a corpus, then we may exploit
its redundancy; the same information appearing in different web pages, expressed
in different ways, increases the probability of finding our pattern. Apart from cre-
ating those patterns by hand, we may also automatically acquire them from the
Web [30, 31]. This approach has also been successively employed when focusing
on a particular question type, namely definition questions [32].

The use of the pattern matching is always limited by a variety of the natural
languages; that is why semantic matching is being employed nowadays. In this
approach we still match the question to a candidate sentence, but the connection
between (potentially) corresponding words is no longer a pure equality, but can be

7Princeton WordNet [26] is a lexical database containing words organized in synonymous sets
and connected by semantic relations, such as hypernymy, hyponymy or meronymy (part-whole
relation).
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derived from a lexical database like the WordNet. For example, while answering the
question mentioned previously (When did Frederick I Barbarossa die? ) we should
also accept On <DATE> Frederick I Barbarossa passed away as an answer because
to pass away and to die are synonyms, but also Frederick I Barbarossa drowned in
the river on <DATE> because to drown is a hyponym of to die. We could also take
into account more complex relations to find sentences like The death of Frederick
I Barbarossa on <DATE> led to . . . by recognizing the connection between to die
and death. Harabagiu et al. proposed and evaluated a semantic matching solution
[24] based on the WordNet, while Moldovan and Novischi proposed an algorithm
for computing the strength of a relation between different concepts in [33]. An
interesting solution is presented in [22], where a whole sentence is transformed
into a semantic network, called MultiNet, and then matched to a question. Besides
the WordNet matching, other important semantic connections of the question and
the sentence are outlined in [34], such as similar noun phrases and co-occurring
named entities.

Probabilistic matching is based on gathering a set of features, characterizing a
similarity between the question and a candidate sentence, but also including other
evidence, such as presence of named entities or information from WordNet. To
assess importance of particular features and to select the sentence which is most
likely to contain the answer, tools from the statistics are used, such as the logistic
regression [35] or the entropy [36].

The last approach (conversion into logic forms) is less popular, but also has
its advantages. The source text is converted into a formal language (say, a set of
predicates) by a specialised parser, and knowledge obtained in that way may be
used to find an answer in a process similar to theorem proving. Of course, once
we have valid knowledge represented as a set of predicates, it is guaranteed that
the answers will be valid, too. The only problem is that converting an ambiguous,
imprecise, contextual and implicit natural language statements into strict logics
poses a great challenge (if is possible at all). Apart from the already mentioned
solution by Katz [13], an interesting system has been presented in [37]. To cope
with those unpleasant features of a natural language, they propose a set of sources
of world knowledge (common sense), such as lexical chains between concepts in
WordNet, mentioned previously.

3.3.5 Answer extraction

If it is enough to give a sentence as an answer, the result of the selection outlined
above (i.e. the best sentence) is presented to the user. However, if we want to
show only an entity demanded, as proposed in section 2.3, then an appropriate
extraction is necessary. Usually it is easy to select words corresponding to an entity
of an expected type (e.g. a date). If there are more than one, we need to know
from the previous stage, which of the entities has been matched as the answer.
Providing an answer in a way proposed in section 2.3 p. 4 would involve the Natural
Language Generation (NLG) capabilities.
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3.3.6 Other modules

Apart from the stages described above, a question answering system may include a
number of additional tools, improving its performance. Usually they are employed
in the sentence selection stage.

• WordNet lexical database, used in a variety of roles, described above.
• Named Entity Recognition (NER) solutions are used to scan the text

efficiently and find fragments which correspond to named entities8. They are
useful in QA to reduce a number of sentences taken into account by processing
only those containing named entities of type compatible with the question
target and to extract the desired entity from the sentence.

• Anaphora resolution - anaphora, as described previously, is a word (usually
a pronoun) substituting an expression which has already been mentioned. The
process of resolution, i.e. assigning a set of possible targets to each anaphoric
expression is very helpful in question answering. For example, let us consider
answering the question When did Albert Einstein publish special relativity
theory? The Wikipedia article contains the following:

On 30 April 1905, Einstein completed his thesis, with Alfred Kleiner,
Professor of Experimental Physics, serving as pro-forma advisor. Einstein
was awarded a PhD by the University of Zurich. His dissertation was entitled
”A New Determination of Molecular Dimensions”. That same year, which
has been called Einstein’s annus mirabilis (miracle year), he published four
groundbreaking papers, on the (...), special relativity, and (...), which were to
bring him to the notice of the academic world.9

As we can see, the question target (year 1905) is three sentences away
from the mention of the special relativity publication. The only link between
them is the anaphoric expression That same year. Moreover, it does not refer
to the whole named entity 30 April 1905, but only to the year, which has
to be taken into account during resolution (special relativity was published
in 1905, but not on April 30). An example of successful incorporation of an
anaphora resolution module into a QA system is presented in [5].

4 Prospects for Polish

One of the goals of this paper is to outline the prospects for building a Polish
question answering system. Unfortunately, all of the solutions described above
were prepared for English or German, which differ substantially from Polish in
their structure. The purpose of this section is to analyse which of the elements
of the question answering environment are directly applicable to Polish, which
require some modifications, and which are hardly usable.
8The meaning of a named entity term is somewhat vague. Usually it is supposed to include

entities referred by proper names (persons, organisations, countries, cities, mountains, lakes,
etc.), titles of works (books, pieces of music, paintings, journals etc.), temporal (time, date, year,
century) and numerical expressions (count, quantity, percentage, money).
9Extracted from the article in Wikipedia: http://en.wikipedia.org/wiki/Albert_Einstein.
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4.1 NLP of Slavonic languages

Polish is a Slavonic language and shares most of the features common for the
group. The most important ones from the point of view of NLP are: the rich
nominal inflection, the free word order and the complicated inflection of proper
names (both Polish and foreign). Herein, they are briefly explained only; a detailed
review may be found in [38].

The nominal inflection makes text processing substantially harder, as every
noun or adjective may take a number of forms10 depending on its role in a sentence.
On the other hand, it allows words to appear in different order without a complete
change of meaning, as information about their roles in the sentence (e.g. distinction
between a subject and an object of a verb) is preserved in the nominal inflection.
For example, let us consider the following sentence: John ate a fish. Its obvious
translation to Polish would be: Jan zjadł rybę. However, we could also say Rybę
zjadł Jan with the same meaning but a slightly different focus. The remaining
options (Zjadł rybę Jan, Zjadł Jan rybę, Jan rybę zjadł, Rybę Jan zjadł) would seem
awkward, but remain perfectly understandable. This is not the case in English: A
fish ate John has a totally different meaning. Of course, for longer sentences only
some of the orderings preserve its comprehensibility; that is why this phenomenon
is called the relatively free word order.

The nominal inflection affects also proper names, altering their appearance.
An inflected form depend on numerous factors, such as a source language, a name
pronunciation and a language tradition. The nominal inflection of foreign proper
names confuse even native speakers of Polish; it is a cause of very common errors.
Polish proper nouns inflect differently than their common equivalents too, for
details see [38]. That is why the NER task is much harder in the Slavonic languages
than in English.

4.2 Existing solutions for Polish

Only a few attempts to build a QA system have been made for Polish. First
one, from 1985, was a Polish interface [39] to the ORBIS database, containing
information about the solar system planets encoded as PROLOG rules. A POLINT
system, based on it, is still being developed in the Adam Mickiewicz University
in Poznań [40]. In 2002 another system capable of handling questions in Polish
operating in a restricted domain (business information) was presented by Duclaye
et al. [41]. Some elements (a reasoning module responsible for spatial relations) of
a Polish QA system under development (Hipisek.pl) have been published by Walas
[42].

A solution closest to what is analysed in this paper is that proposed by
Piechociński and Mykowiecka [43]. It answers questions in Polish (translated from
the TREC QA task) by scanning the content of the Polish Wikipedia. Unfortu-
nately, it relies heavily on its structure, so couldn’t operate on an arbitrary text
corpus.

10In Polish there exist 7 cases, but in each declension some of them correspond to identical
forms.
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To sum up, several QA systems for Polish exist, but their usage is limited either
by a reliance on a specific knowledge base [43] or by a closed domain (the remaining
ones). None of them would be able to participate in a TREC competition in Polish,
i.e. answer natural language questions using a given corpus of texts.

4.3 Language-dependence of elements

To discuss the possibility of building a Polish QA system, solving TREC-like tasks,
the elements of the common architecture outlined in section 3.3 are analysed here
to show their dependence on a processed language.

4.3.1 Text base processing

The main objective of this stage is to analyse words in order to replace them by
a stem or a base form, common for all inflected forms of a particular word. In
English it is done by stemming, i.e. transforming each segment according to a
set of predefined rules. Unfortunately, because of the rich nominal inflection, the
mutability of Slavonic words is much higher. Although stemmers for Polish exist
as well [44], their performance is not very good. It is more recommendable to use a
full morphological analyser, which processes a text slower, but guarantees to find
every possible base form for each recognized segment.

4.3.2 Index

Index could work equally well with English and the Slavonic languages, if imple-
mented properly. For example, the Lucene works perfectly with Polish corpora.

4.3.3 Question processing

The question processing module clearly needs to be prepared for a particular lan-
guage, as question syntaxes may differ a lot between languages.

4.3.4 Sentence selection

Sentence selection method deserves special attention. Some of the approaches may
depend on a processed language, but not necessarily all of them.

Let us consider sentence selection by pattern matching. It may be successfully
applied to some languages, but Slavonic unfortunately will lead to much lower
accuracy. That is because of the relatively free word order, which makes a pattern
match only a most common ordering and ignore remaining ones. For example, let
us try to answer the question Who ate a fish?. It would be converted to the pattern
{<PERSON> <eat>11 <fish>} and result in a match after finding the sentence
John ate a fish. For Polish, the same question Kto zjadł rybę? correspond to the
pattern {<PERSON> <jeść> <ryba>}, which matches the sentence Jan zjadł
rybę, but fails in case of Rybę zjadł Jan, which carries the same meaning. This
feature of the Slavonic languages also makes conversion into logic forms harder.

11By <eat> I mean any word which becomes identical to a base form eat after stemming, i.e.
eat, ate, eaten, etc.
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4.3.5 Answer extraction

Answer extraction stage depends heavily on a sentence structure, which is lan-
guage dependent. This is another element, which becomes harder to implement
for languages with the free word order.

4.3.6 Other modules

• WordNet contains relations about words in a particular language. Some of
them correspond to relations between real-world entities (a horse is a hyponym
of an animal in most languages), but some do not.

• Named Entity Recognition (NER) is an example of a task which becomes
substantially more complex when implemented to the Slavonic languages. A
core part of most such solutions is a gazetter i.e. a large database of known
proper names. For example, we could most likely find there the name Nelson.
If it appears in a text, NER module spots it easily. Unfortunately, this is
not the case in Polish because of the rich nominal inflection - this very same
name could appear in 5 different singular forms (Nelson, Nelsona, Nelsonowi,
Nelsonem, and Nelsonie) and 5 plural (e.g. while talking about Nelson family).
Complicated and often incorrect inflection of foreign proper names also needs
to be taken into account.

• Anaphora resolution clearly depends on a processed language.

4.4 Linguistic tools

In the previous section we’ve mentioned a lot of linguistic tools which are relevant
when building a QA system, but could not be used in different languages. Let us
check their availability for Polish:

• stemming - As stated previously, several stemmers for Polish, discussed in
[44], exist.

• morphological analysis - There are several tools of that type, Morfeusz
SGJP [45], Morfologik [46], PoliMorf [46], to name only a few.

• tagging - Several taggers, capable of selecting the most probable interpretation
of these provided by morphological analysers, exist, such as PANTERA [47]
(using transformation-based learning) or TaKIPI [48] (using decision trees),

• shallow parsing - Spejd [49] allows to obtain a shallow structure of a sentence.
• deep parsing - Świgra [50] creates deep parsing trees in the DCG formalism.
• named entity recognition - Two tools could be employed for this task:

NERF [51] and Liner2 [52].
• WordNet - Widely available are: plWordNet [53], containing over 110000

synsets and PolNet [54] with approximately 11700 synsets.
• anaphora resolution - Polish anaphora resolution module (Project CORE )

is under development [55].

As visible above, there are plenty of linguistic tools available for Polish, making a
good starting point for developing a Polish question answering system.
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5 Conclusion

In this paper, the possibility of building a Polish question answering system was
discussed. First, a general explanation of a QA problem and possible improvements
of the user experience by implementing natural language communication modules
were shown to justify an effort of tackling the task. To focus on the most important
properties of the QA problem, its definition, also usable for preparing an evalua-
tion, was specified. Numerous solutions for English were presented to show their
common architecture and distinctive features. Presented description of properties
of the Slavonic languages and an analysis of language dependence of the elements
of the scheme substantiate the claim that we need to apply a different approach
to several issues, when Polish is concerned. Its feasibility is further supported by
an enumeration of existing implementations of the relevant linguistic tools.

I demonstrated that an open-domain text-based question answering system for
Polish is not only desirable but also achievable given the current level of develop-
ment of Polish NLP. This study is a first step of building such a system.
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Abstract
We compare two SAT-based bounded model checking algorithms for properties expressed
in the existential fragment of soft real time computation tree logic (RTECTL) and in the
existential fragment of computation tree logic (ECTL). To this end we use a faulty train
controller system (FTC) and the generic pipeline paradigm (GPP), the classic concurrency
problems, which we formalise by means of a finite transition system. We consider several
properties of the problems that can be expressed in both RTECTL and ECTL, and we
present the performance evaluation of the mentioned BMC methods by means of the
running time and the memory used.

1 Introduction

The problem of model checking [1] is to check automatically whether a structure M
defines a model for a modal (temporal, epistemic, etc.) formula α. The practical applica-
bility of model checking is strongly limited by the state explosion problem, which means
that the number of model states grows exponentially in the size of the system representa-
tion. To avoid this problem a number of state reduction techniques and symbolic model
checking approaches have been developed, among others, [2, 3, 4, 5].

The SAT-based bounded model checking (BMC) is one of the symbolic model check-
ing technique designed for finding witnesses for existential properties or counterexamples
for universal properties. Its main idea is to consider a model reduced to a specific depth.
The first BMC method was proposed in [6], and it was designed for linear time properties.
Next in [7] the method has been extended to handle branching time properties. Further
extensions of the SAT-based BMC method for real-time systems and multi-agent systems
can be found, among others, in [8, 9].

The existential fragment of the computation tree logic (ECTL) [7] is a formalism that
allow for specification of properties such as “there is a computation such that α will
eventually request”, or “there is a computation such that α will never be true”, but it is
impossible to to directly express bounded properties like for example “there is a compu-
tation such that α will be true in less than 15 unit time”, or “there is a computation such
that α will never be averted after 15 unit time”, or “there is a computation such that α will
always be averted between 10 and 20 unit time”. Note however that this bounded prop-
erties can be formalised in ECTL by using nested applications of the next state operators,
but the resulting ECTL formulae can be very complicated and problematic to work with.
An existential fragment of the soft real-time CTL (RTECTL) [10] defeats this restriction
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by introducing time-bounded temporal operators, and it supplies a much more compact
and convenient way of expressing time-bounded properties.

The purpose of this paper is to compare the SAT-based bounded model checking of
RTECTL properties and the SAT-based bounded model checking of equivalent ECTL prop-
erties and to present a correct and complete translation from RTECTL to ECTL.

We have expected that BMC for RTECTL would give better performance than BMC
for the ECTL formulae that result from the translation of RTECTL formulae. This is be-
cause the size of these ECTL formulae is exponential in the size of the original RTECTL
formulae. However, our experiments have shown that for certain RTECTL formulae BMC
can be less effective than BMC for their translation into ECTL formulae. These are the
formulae for which the interval at the operator EG is finite: then after the translation to
ECTL, EG operator disappears, and there are more paths, but they are much shorter.

The structure of the paper is as follows. In Section 2 we shortly recall definitions of
transition systems and their parallel composition. Then, we present syntax and seman-
tics of RTECTL and ECTL. In Section 3 we define a translation from RTECTL to ECTL,
and show its correctness. In section 4 we shortly present BMC technique for RTECTL
and ECTL. In Section 5 we present experimental evaluation of the SAT-based BMC for
RTECTL [11] and ECTL [12] on equivalent formulae and for a faulty train controller sys-
tem (FTC) and generic pipeline paradigm (GPP). In Section 6 we conclude the paper.

2 Preliminaries

In this section we first define Transition System (TS), then we recall syntax and semantics
of two logics ECTL and RTECTL.

2.1 Transition System

A Transition System [13] (also called a model) is a tupleM = (S,Act,−→, s0, AP, L)
where:

• S is a set of states,
• Act is a set of actions,
• −→ ⊆ S ×Act× S is a transition relation,
• s0 ∈ S is the initial state,
• AP is a set of atomic propositions, and
• L : S → 2AP is a labelling function.

Transition system is called finite if S, Act, and AP are finite. For convenience, we write
s

σ−→ s′ instead of (s, σ, s) ∈ −→. Moreover, we write s −→ s′ if s σ−→ s′, for some
σ ∈ Act.

From now on we assume that a considered model has no terminal states, i.e. for every
s ∈ S there exist s′ ∈ S such that s −→ s′. The set of all natural numbers is denoted by
N, and the set of all positive natural numbers byN+. A path inM is an infinite sequence
π = (s0, s1, . . .) of states such that si−→si+1 for each i ∈ N. For a path π = (s0, s1, . . .)
and i ∈ N, the i-th state of π is defined as π(i) = si. The i-th prefix of π, denoted by
π[. . i] is defined as π[. . i] = (s0, s1, . . . , si), and the i-th suffix of π, denoted by πi, is
defined as πi = (si, si+1, . . .). Note that if π is a path in M then the suffix πi is also
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a path inM. By Π(s) we denote the set of all the paths starting at s ∈ S, and by Π(M)
we denote the set of all the paths inM.

2.2 Models and parallel composition

The concurrent systems are designed as collections of interacting computational processes
that may be executed in parallel. Therefore, we assume that a concurrent system is mod-
elled as a network of models that run in parallel and communicate with each other via
executing shared actions. There are several ways of defining a parallel composition. We
adapt the standard definition, namely, in the parallel composition the transitions not corre-
sponding to a shared action are interleaved, whereas the transitions labelled with a shared
action are synchronised.

We formalise the above by the following definition of parallel composition. LetMi =
(Si, Acti,−→i, s0i , APi, Li) be models such that for all i, j ∈ {1, . . . ,m}, if i 6= j, then
APi ∩ APj = ∅. We take Act =

⋃m
i=1Acti, and for σ ∈ Act we define a set Act(σ) =

{1 ≤ i ≤ m | σ ∈ Acti} that gives the indices of the components that synchronise at σ. A
parallel composition ofmmodelsMi is the modelM = (S,Act,−→, s0, AP, L), where
S =

∏m
i=1 Si, Act =

⋃m
i=1Acti, a transition ((s1, . . . , sm), σ, (s′1, . . . , s

′
m)) ∈ −→

iff (∀j ∈ Act(σ)) (sj , σ, s
′
j) ∈ −→j , (∀i ∈ {1, . . . ,m} \ Act(σ)) s′i = si, s0 =

(s01, . . . , s
0
m), AP =

⋃m
i=1APi, and L((s1, . . . , sm)) =

⋃m
i=1 Li(si).

2.3 The ECTL and RTECTL logics

2.3.1 Syntax of ECTL

The syntax of ECTL formulae over the set AP of atomic propositions is defined by the
following grammar:

ϕ:= true | false | p | ¬p | ϕ ∧ ϕ | ϕ ∨ ϕ | EXϕ | E(ϕUϕ) | EGϕ

where p ∈ AP and ϕ is a formula. The symbols X, U and G are the modal operators for
“neXt time”, “Until” and “Globally”, respectively. The symbol E is the existential path
quantifier.

The derived basic modalities are defined as follows:

EFα
df
= E(trueUα), E(αRβ)

df
= E(βU (α ∧ β)) ∨ EGβ.

2.3.2 Semantics of ECTL

LetM be a model, and ϕ an ECTL formula. An ECTL formula ϕ is true in the modelM
(in symbolsM |= ϕ) iffM, s0 |= ϕ (i.e., ϕ is true at the initial state of the modelM),
where

M, s |= true,

M, s 6|= false,

M, s |= p iff p ∈ L(s),

M, s |= ¬p iff p 6∈ L(s),

M, s |= α ∧ β iffM, s |= α andM, s |= β,
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M, s |= α ∨ β iffM, s |= α orM, s |= β,

M, s |= EXα iff (∃π ∈ Π(s))(M, π(1) |= α),

M, s |= E(αUβ) iff (∃π ∈ Π(s))(∃m ≥ 0)(M, π(m) |= β and
(∀j < m)M, π(j) |= α),

M, s |= EGα iff (∃π ∈ Π(s))(∀m ≥ 0)(M, π(m) |= α).

2.3.3 Syntax of RTECTL

Let p ∈ AP and I be an interval in N = {0, 1, 2, . . .} of the form: [a, b) and [a,∞), for
a, b ∈ N. Note that the remaining forms of intervals can be defined by means of [a, b)
and [a,∞).

The language RTECTL is defined by the following grammar:

ϕ:= true | false | p | ¬p | ϕ ∧ ϕ | ϕ ∨ ϕ | EXϕ | E(ϕUIϕ) | EGIϕ

The derived basic modalities are defined as follows:

EFIα
df
= E(trueUI α), E(αRI β)

df
= E(βUI (α ∧ β)) ∨ EGIβ.

2.3.4 Semantics of RTECTL

LetM be a model and ϕ an RTECTL formula. An RTECTL formula ϕ is true in the model
M (in symbols M |=rt ϕ) iff M, s0 |=rt ϕ (i.e., ϕ is true at the initial state of the
modelM), where:

M, s |=rt true,

M, s 6|=rt false,

M, s |=rt p iff p ∈ L(s),

M, s |=rt ¬p iff p 6∈ L(s),

M, s |=rt α ∧ β iffM, s |=rt α andM, s |=rt β,

M, s |=rt α ∨ β iffM, s |=rt α orM, s |=rt β,

M, s |=rt EXα iff (∃π ∈ Π(s))(M, π(1) |=rt α),

M, s |=rt E(αUIβ) iff (∃π ∈ Π(s))(∃m ∈ I)(M, π(m) |=rt β and
(∀i < m)M, π(i) |=rt α),

M, s |=rt EGIα iff (∃π ∈ Π(s))(∀m ∈ I)(M, π(m) |=rt α).

3 Translation from RTECTL into ECTL

In this section we present a translation from the RTECTL language to the ECTL language
that is based on the intuitive description of such a translation presented in [10, 14]. We
focused on the existential part of RTCTL only, because we use the BMC method. More-
over, we would like to stress that our semantics of the operator GI is different than the
one presented in [10, 14]. Further, unlike in [10, 14], we present the translation for all
types of intervals that can appear together with the temporal operators UI and GI , and
for both operators.
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Let p ∈ AP , α and β be formulae of RTECTL, a ∈ N, b ∈ N ∪ {∞} and a < b. We
define the translation from RTECTL into ECTL as a function tr : RTECTL → ECTL in the
following way:

tr(p) = p
tr(¬p) = ¬p

tr(α ∧ β) = tr(α) ∧ tr(β)
tr(α ∨ β) = tr(α) ∨ tr(β)

tr(E(αU[a,b)β)) =





tr(α) ∧EX(tr(E(αU[a−1,b−1)β))) if a > 0

and 1 < b <∞
tr(β) ∨ tr(α) ∧EX(tr(E(αU[0,b−1)β))) if a = 0

and 1 < b <∞
tr(α) ∧EX(tr(E(αU[a−1,∞)β))) if a > 0

and b =∞
E(tr(α)Utr(β)) if a = 0

and b =∞
tr(β) if a = 0

and b = 1

tr(EG[a,b)α) =





EX(tr(EG[a−1,b−1)α)) if a > 0 and 1 < b <∞
tr(α) ∧EX(tr(EG[a,b−1)α)) if a = 0 and 1 < b <∞
EX(tr(EG[a−1,∞)α)) if a > 0 and b =∞
EGtr(α) if a = 0 and b =∞
tr(α) if a = 0 and b = 1

tr(EXα) = EXtr(α)

Because EF[a,b)α
df
= E(trueU[a,b)α) , the translation for EF[a,b)α can be defined using

the translation for E(αU[a,b)β):

tr(EF[a,b)α) =





EX(tr(EF[a−1,b−1)α)) if a > 0 and 1 < b <∞
tr(α) ∨EX(tr(EF[0,b−1)α)) if a = 0 and 1 < b <∞
EX(tr(EF[a−1,∞)α)) if a > 0 and b =∞
EFtr(α) if a = 0 and b =∞
tr(α) if a = 0 and b = 1

The following theorem, which can be proven by induction on the length of an RTECTL
formula, states correctness of the above translation.

Proposition 1. Let α be an RTECTL formula, and a ∈ N. Then,

tr(EG[a,∞)α)) = EX . . .EX︸ ︷︷ ︸
a

(EGtr(α)).
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Example 1. tr(EG[3,∞)α) = EXEXEX(EGtr(α)).

Proposition 2. Let α be an RTECTL formula, and a, b ∈ N. If a < b <∞, then

tr(EG[a,b)α)) = EX . . .EX︸ ︷︷ ︸
a

(tr(α) ∧EX(tr(α)) ∧ . . . ∧EX . . .EX︸ ︷︷ ︸
b−a

(tr(α))).

Example 2. tr(EG[3,6)α) = EXEXEX(tr(α) ∧EX(tr(α) ∧EX(tr(α)))).

Proposition 3. Let α and β be RTECTL formulae, and a ∈ N. If a > 0, then

tr(E(αU[a,∞)β)) = tr(α) ∧EX(tr(α) ∧EX(tr(α) . . .︸ ︷︷ ︸
a−1

∧E(tr(α)Utr(β)))).

Example 3. tr(E(αU[3,∞)β)) = tr(α)∧EX(tr(α)∧EX(tr(α)∧E(tr(α)Utr(β)))).

Proposition 4. Let α and β be RTECTL formulae, and a, b ∈ N. If a < b <∞, then

tr(E(αU[a,b)β)) = tr(α) ∧EX(tr(α) ∧EX(tr(α) ∧ . . .︸ ︷︷ ︸
a

∧EX(tr(β) ∨ tr(α) ∧EX(tr(β) ∨ tr(α) . . .︸ ︷︷ ︸
b−a−1

∧EX(tr(β))))))).

Example 4. tr(E(αU[3,6)β)) = tr(α) ∧EX(tr(α) ∧EX(tr(α) ∧EX(tr(α)∧
EX(tr(β) ∨ tr(α) ∧EX(tr(β) ∨ tr(α) ∧EX(tr(β))))))).

Lemma 1. Let M be a model, and ϕ an RTECTL formula. Then (∀s ∈ S)(M, s |=rt

ϕ⇒M, s |= tr(ϕ))

Proof. We proceed by induction on the length of formulae. Let s ∈ S, and assume that
M, s |=rt ϕ. Now consider the following cases:

1. ϕ ∈ AP . Then, since tr(ϕ) = ϕ, we have that tr(ϕ) ∈ AP . Therefore,M, s |=rt

ϕ ⇐⇒ ϕ ∈ L(s) ⇐⇒ tr(ϕ) ∈ L(s) ⇐⇒ M, s |= tr(ϕ).
2. ϕ = ¬p, where p ∈ AP . Then tr(ϕ) = ϕ. Therefore,M, s |=rt ϕ ⇐⇒ M, s |=rt

¬p ⇐⇒ p /∈ L(s) ⇐⇒ M, s |= ¬p ⇐⇒ M, s |= ϕ ⇐⇒ M, s |= tr(ϕ).
3. ϕ = α∧β. By the definition of the satisfiability relation we have thatM, s |=rt α and
M, s |=rt β. By the inductive hypothesis, we getM, s |= tr(α) andM, s |= tr(β).
Thus,M, s |= tr(α) ∧ tr(β), and thereforeM, s |= tr(α ∧ β).

4. ϕ = α∨ β. By the definition of the satisfiability relation we have thatM, s |=rt α or
M, s |=rt β. By the inductive hypothesis, we getM, s |= tr(α) orM, s |= tr(β).
Thus,M, s |= tr(α) ∨ tr(β), and thereforeM, s |= tr(α ∨ β).

5. ϕ = EXα. By the definition of the satisfiability relation we have that there exists
π ∈ Π(s) such that M, π(1) |=rt α. By the inductive hypothesis, we conclude
that M, π(1) |= tr(α). Thus, M |= EXtr(α), since π(0) = s. Therefore M |=
tr(EXα), since tr(EXα) = EXtr(α).
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6. ϕ = EGIα. By the definition of the satisfiability relation we have that there exists
π ∈ Π(s) such that (∀m ∈ I)(M, π(m) |=rt α). By the inductive hypothesis, we
conclude that there exists π ∈ Π(s) such that

(∀m ∈ I)(M, π(m) |= tr(α)). (1)

Now consider the following cases:
(a) I = [a,∞). From (1) we conclude thatM, s |= EX . . .EX︸ ︷︷ ︸

a

(EGtr(α)). From

this, by Proposition 1, it follows thatM, s |= tr(EG[a,∞)α).
(b) I = [a, b), where a < b <∞. From (1) we conclude that

M, s |= EX . . .EX︸ ︷︷ ︸
a

(tr(α) ∧EX(tr(α)) ∧ . . . ∧EX . . .EX︸ ︷︷ ︸
b−a

(tr(α))).

From this, by Proposition 2, we getM, s |= tr(EG[a,b)α)).
7. ϕ = E(αUIβ). By the definition of the satisfiability relation we have that there exists
π ∈ Π(s) such that (∃m ∈ I)(M, π(m) |=rt β and (∀i < m)(M, π(i) |=rt α). By
the inductive hypothesis, we conclude that

(∃m ∈ I)(M, π(m) |= tr(β) and (∀i < m)(M, π(i) |= tr(α))) (2)

Now consider the following cases:
(a) I = [a,∞). From (2) we conclude that

M, s |= tr(α) ∧EX(tr(α) ∧EX(tr(α) . . .︸ ︷︷ ︸
a−1

∧E(tr(α)Utr(β)))).

From this, by Proposition 3, it follows thatM, s |= tr(E(αU[a,∞)β)).
(b) I = [a, b), where a < b <∞. From (2) we conclude that

M, s |= tr(α) ∧EX(tr(α) ∧EX(tr(α) ∧ . . .︸ ︷︷ ︸
a

∧EX(tr(β) ∨ tr(α) ∧EX(tr(β) ∨ tr(α) . . .︸ ︷︷ ︸
b−a−1

∧EX(tr(β))))))).

From this, by Proposition 4, it follows thatM, s |= tr(E(αU[a,b)β)).

Lemma 2. Let M be a model, and ϕ an RTECTL formula. Then (∀s ∈ S)(M, s |=
tr(ϕ)⇒M, s |=rt ϕ).

Proof. We proceed by induction on the length of formulae. Let s ∈ S, and assume that
M, s |= tr(ϕ). Now consider the following cases:

1. ϕ ∈ AP . Then, since ϕ = tr(ϕ), we have that tr(ϕ) ∈ AP . Therefore, M, s |=
tr(ϕ) ⇐⇒ tr(ϕ) ∈ L(s) ⇐⇒ ϕ ∈ L(s) ⇐⇒ M, s |=rt ϕ.

2. ϕ = ¬p, where p ∈ AP . Then tr(ϕ) = ϕ. Therefore,M, s |= tr(ϕ) ⇐⇒ M, s |=
tr(¬p) ⇐⇒ p /∈ L(s) ⇐⇒ M, s |=rt ¬p ⇐⇒ M, s |=rt ϕ.

3. ϕ = α ∧ β. Then, tr(ϕ) = tr(α ∧ β) = tr(α) ∧ tr(β). By the definition of
the satisfiability relation for ECTL we have thatM, s |= tr(α) andM, s |= tr(β).
By the inductive hypothesis, we get M, s |=rt α and M, s |=rt β, and therefore
M, s |=rt (α ∧ β).
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4. ϕ = α ∨ β. Then, tr(ϕ) = tr(α ∨ β) = tr(α) ∨ tr(β). By the definition of
the satisfiability relation for ECTL we have that M, s |= tr(α) or M, s |= tr(β).
By the inductive hypothesis, we get M, s |=rt α or M, s |=rt β, and therefore
M, s |=rt (α ∨ β).

5. ϕ = EXα. Then, tr(ϕ) = tr(EXα) = EXtr(α). By the definition of the satisfi-
ability relation we have that there exists π ∈ Π(s) such thatM, π(1) |= tr(α). By
the inductive hypothesis, we conclude thatM, π(1) |=rt α. Thus,M, s |=rt EXα,
since π(0) = s.

6. ϕ = EGIα. Consider the following cases:
(a) I = [a,∞). From Proposition 1, we get that M, s |= EX . . .EX︸ ︷︷ ︸

a

(EGtr(α)).

From this it follows that there exists π ∈ Π(s) such that (∀m > a)
(M, π(m) |= tr(α)). By the inductive hypothesis, we conclude that
(∀m > a)(M, π(m) |=rt α), and thereforeM, s |=rt EGIα.

(b) I = [a, b), where a < b <∞. From Proposition 2, we get that
M, s |= EX . . .EX︸ ︷︷ ︸

a

(tr(α) ∧EX(tr(α)) ∧ . . . ∧EX . . .EX︸ ︷︷ ︸
b−a

(tr(α))).

From this it follows that there exists π ∈ Π(s) such that (∀m ∈ [a, b))
(M, π(m) |= tr(α)). By the inductive hypothesis, we conclude that
(∀m ∈ [a, b))(M, π(m) |=rt α). ThereforeM, s |=rt EGIα.

7. ϕ = E(αUIβ). Consider the following cases:
(a) I = [a,∞). From Proposition 3, we get that
M, s |= tr(α) ∧ EX(tr(α) ∧EX(tr(α) . . .︸ ︷︷ ︸

a−1

∧E(tr(α)Utr(β))). From this it

follows that there exists π ∈ Π(s) such that (∀m < a)(M, π(m) |= tr(α))
and (∃m > a)(M, π(m) |= E(tr(α)Utr(β)) By the inductive hypothesis, we
conclude that (∀m < a)(M, π(m) |=rt α) and (∃m > a)(M, π(m) |=rt β),
and thereforeM, s |= E(αUIβ).

(b) I = [a, b), where a < b <∞. From Proposition 4, we get that
M, s |= tr(α) ∧EX(tr(α) ∧EX(tr(α) ∧ . . .︸ ︷︷ ︸

a

∧EX(tr(β) ∨ tr(α) ∧EX(tr(β) ∨ tr(α) . . .︸ ︷︷ ︸
b−a−1

∧EX(tr(β))))))).

From this it follows that there exists π ∈ Π(s) such that (∀m < a)
(M, π(m) |= tr(α)) and (∃b − a − 1 > m > a)(M, π(m) |= tr(α) ∨ tr(β))
and (∃m < b)(M, π(m) |= tr(β)) By the inductive hypothesis, we conclude that
(∀m < a)(M, π(m) |=rt α) and (∃b− a− 1 > m > a)(M, π(m) |=rt α ∨ β)
and (∃m < b)(M, π(m) |=rt β), and thereforeM, s |= E(αUIβ).

From the Lemma 1 and Lemma 2 we get the following theorem.

Theorem 1 (Correctness of the translation). LetM be a model, and ϕ an RTECTL for-
mula. ThenM |=rt ϕ if, and only ifM |= tr(ϕ).
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4 Bounded Model Checking

The SAT-based Bounded Model Checking (BMC) is a popular model checking technique
for the verification of concurrent systems. Given a modelM, an existential modal formula
ϕ, and a non-negative bound k, the SAT-based BMC consists in searching for a non-empty
set of paths of length k that constitute a witness for the checked property ϕ. In particular,
the BMC algorithms generate a propositional formula which is satisfiable if and only
if the mentioned set of paths exist. The propositional formula is usually obtained as a
combination of a propositional encoding of the unfolding of the transition relation of the
given model, and a propositional encoding of the property in question. If the generated
propositional formula is not satisfiable, then k is incremented until either the problem
becomes intractable due to the complexity of solving the corresponding SAT instance,
or k reaches the upper bound of the bounded model checking problem for the language
under consideration.

All the SAT-based BMC, so the one for ECTL and RTECTL as well, are based on so
called bounded semantics, which are the base of translations of specifications to the SAT-
problem. In definitions of the bounded semantics one needs to represent cycles in models
in a special way. To this aim k-paths, i.e., finite paths of length k, and loops are defined.
These definitions have evolved over the last decade, and they have had a major impact on
the effectiveness of the BMC encodings.

The SAT-based BMC method for ECTL was introduced in [7], and then it was im-
proved in [12]. In this paper we use the definition and implementation of the SAT-based
BMC for ECTL that was presented in [12]. The SAT-based BMC method for RTECTL was
introduced in [15], and then it was improved in [11]. In this paper we use the definition
and implementation of the SAT-based BMC for RTECTL that was presented in [11].

5 Experimental Results

In this section we present a comparison of a performance evaluation of two SAT-based
BMC algorithms: for RTECTL [11, 16], and for ECTL [12]. In order to evaluate the be-
haviour of the algorithms, we have tested it on several RTECTL properties and equivalent
ECTL properties.

An evaluation of both BMC algorithms, which have been implemented in C++ is given
by means of the running time, the memory used, and the number of generated variables
and clauses.

5.1 A Faulty Train Controller System

To evaluate the BMC technique for RTECTL and ECTL we analyse a scalable concurrent
system, which is a faulty train controller system (FTC) (adapted from [17]). The system
consists of a controller, and n trains (for n ≥ 2), and it is assumed that each train uses
its own circular track for travelling in one direction. All trains have to pass through a
tunnel, but because there is only one track in the tunnel, arriving trains cannot use it
simultaneously. There are signal lights on both sides of the tunnel, which can be either
red or green. All trains notify the controller when they request entry to the tunnel or when
they leave the tunnel. The controller controls the colour of the signal lights, however it can
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be faulty, and does not fulfil its task. The controller does not ensure the mutual exclusion
property: two trains never occupy the tunnel at the same time.

Controller

GreenAway 1

RedWait 1

Train1

Tunnel 1

approach1

in1

out1

in1

inn

out1

outnAway n

Wait n

Trainn

Tunnel n

approachn

inn

outn

Fault

in1

in1 inn

inn

out1

outn

FIGURE 1: A network of automata for train controller system ([16])

An automata model of the FTC system is shown on Figure 1. The specifications for it
are given in the existential form, i.e., they are expressed in the RTECTL language:

• ϕ1 = EF[0,∞)

(
InTunnel1 ∧EG[1,n+2)(

n∧

i=1

¬InTunneli)
)

,

where n is the number of trains.

• ϕ2 = EF[0,∞)

(
InTunnel1 ∨EG[1,n+2)(

n∨

i=1

¬InTunneli)
)

,

where n is the number of trains.

The equivalent ECTL formulae are:

• tr(ϕ1) = EF(InTunnel1 ∧EX((¬InTunnel1 ∧ ¬InTunnel2)∧
EX((¬InTunnel1∧¬InTunnel2)∧EX(¬InTunnel1∧¬InTunnel2))), for n =
2.

• tr(ϕ2) = EF(InTunnel1 ∨EX((¬InTunnel1 ∨ ¬InTunnel2)∧
EX((¬InTunnel1∨¬InTunnel2)∧EX(¬InTunnel1∨¬InTunnel2))), for n =
2.

The formula ϕ1 states that there exists the case that Train 1 is in the tunnel and either
it and other train will not be in the tunnel during the next n + 1 time units. The formula
ϕ2 expresses that there exists the case that Train 1 is in the tunnel or either it or other train
will not be in the tunnel during the next n+ 1 time units.

In all of the following tables, the amount of time used by BMC and SAT is given in
the penultimate column, and maximum of memory usage of BMC and SAT is given in the
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last column. In Tables 1 and 2 we present experimental results for the formulae ϕ1 and
ϕ2, respectively. In Figures 2(a) and 2(b) we present a comparison of total time usage and
total memory usage for the formulae ϕ1.
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FIGURE 2: A comparison of total time usage and total memory usage for the formulae ϕ1.

An analysis of experimental results for formula ϕ1 leads to the conclusion that BMC
for ECTL uses less time and memory comparing to BMC for RTECTL. The reason is that
although BMC needs much more paths for verification in case of ECTL, but these paths
are significantly shorter.

BMC SAT BMC + SAT
Logic n k LL sec MB sec MB sec MB

RTECTL 2 3 2 0.01 1.70 0.00 6.00 0.01 6.00
ECTL 2 2 4 0.01 1.70 0.00 6.00 0.01 6.00

RTECTL 3 4 2 0.01 1.70 0.01 6.00 0.02 6.00
ECTL 3 2 5 0.00 1.70 0.00 6.00 0.00 6.00

RTECTL 4 5 2 0.02 1.83 0.00 6.00 0.03 6.00
ECTL 4 2 6 0.02 1.83 0.00 6.00 0.02 6.00

RTECTL 5 6 2 0.03 1.83 0.05 6.00 0.08 6.00
ECTL 5 2 7 0.02 1.96 0.01 6.00 0.03 6.00

RTECTL 10 11 2 0.28 2.47 0.52 7.00 0.80 7.00
ECTL 10 2 12 0.05 2.60 0.03 7.00 0.08 7.00

RTECTL 15 16 2 0.94 3.63 3.00 9.00 3.94 9.00
ECTL 15 2 17 0.21 3.76 0.12 9.00 0.33 9.00

RTECTL 20 21 2 2.93 5.31 23.78 22.00 26.71 22.00
ECTL 20 2 22 0.35 5.70 0.14 12.00 0.49 12.00

RTECTL 25 26 2 6.06 7.76 56.78 23.00 62.84 23.00
ECTL 25 2 27 0.90 8.26 0.69 16.00 1.60 16.00

RTECTL 30 31 2 11.56 10.98 269.14 74.00 280.70 74.00
ECTL 30 2 32 1.22 11.62 2.70 21.00 3.92 21.00
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RTECTL 40 41 2 33.81 20.26 1698.67 180.00 1732.48 180.00
ECTL 40 2 42 2.87 21.16 5.88 35.00 8.74 35.00

RTECTL 50 51 2 102.58 33.93 6738.59 651.00 6841.17 651.00
ECTL 50 2 52 5.11 35.22 14.94 56.00 20.05 56.00

RTECTL 60 61 2 217.43 52.62 20563.46 1616.00 20780.89 1616.00
ECTL 100 2 102 29.58 199.40 247.63 339.00 277.21 339.00
ECTL 150 2 152 100.04 181.10 4709.48 1098.00 4809.52 1098.00

Table 1: Experimental results for formula ϕ1 - RTECTL vs. ECTL. k is
the bound, LL is the number of k-paths.

In Figures 3(a) and 3(b) we present a comparison of total time usage and total memory
usage for the formulae ϕ2.
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FIGURE 3: A comparison of total time usage and total memory usage for the formulae ϕ2.

An observation of experimental results for formula ϕ2 leads to the conclusion that
BMC for RTECTL uses less time and memory comparing to BMC for ECTL. The reason
is that BMC needs much more paths for verification in case of ECTL.

BMC SAT BMC + SAT
Logic n k LL sec MB sec MB sec MB

RTECTL 2 2 2 0.00 1.70 0.00 6.00 0.00 6.00
ECTL 2 1 2 0.00 1.70 0.00 6.00 0.00 6.00

RTECTL 10 2 2 0.01 1.83 0.01 6.00 0.02 6.00
ECTL 10 1 10 0.05 2.21 0.02 6.00 0.07 6.00

RTECTL 50 2 2 0.16 3.12 0.06 7.00 0.23 7.00
ECTL 50 1 50 1.51 20.78 0.67 34.00 2.18 34.00
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RTECTL 100 2 2 0.56 5.82 0.26 11.00 0.82 11.00
ECTL 100 1 100 11.20 109.00 16.42 185.00 27.61 185.00

RTECTL 200 2 2 2.36 15.11 0.99 23.00 3.36 23.00
ECTL 200 1 200 81.60 213.50 193.61 1062.00 275.21 1062.00

RTECTL 300 2 2 6.10 29.54 5.00 51.00 11.10 51.00
RTECTL 400 2 2 9.73 49.27 7.97 80.00 17.70 80.00
RTECTL 500 2 2 12.73 74.15 16.63 123.00 29.37 123.00
RTECTL 1000 2 2 54.94 276.40 148.54 489.00 203.47 489.00

Table 2: Experimental results for ϕ2 - RTECTL vs. ECTL. k is the bound,
LL is the number of k-paths.

5.1.1 Generic Pipeline Paradigm.

ProdReady

ProdSend

Producer Consumer

ConsReady

Node1Ready

Processing Processing

data data

Node1Send NodenSend
Received

producing

processing1 processingn

send1

send1

send2

sendn

sendn+1

sendn+1consuming

Node1 Noden

NodenReady

by node 1 by node n

FIGURE 4: The GPP system [11]

The benchmark we consider is a generic pipeline paradigm (GPP) [18], which consists of
three parts: Producer producing data, Consumer receiving data, and a chain of n interme-
diate Nodes that transmit data produced by Producer to Consumer. The local states for
each component (Producer, Consumer, and intermediate Nodes), and their protocols are
shown on Fig. 4. The comparison of both BMC algorithms for RTECTL and ECTL with
respect to the GPP system has been done by means of the following RTECTL specifica-
tion:
ϕ3 = EG[0,∞)(¬ProdSend∨EF[2n+1,2n+2)(Received)), where n is number of nodes.
The equivalent ECTL formula for n = 2 is:
tr(ϕ3) = EG(¬ProdSend ∨EX(EX(EX(EX(EX(Received)))))).
ϕ4 = EG[0,n2+2n+1)(¬Received)), where n is number of nodes.
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The equivalent ECTL formula for n = 2 is:
tr(ϕ4) = EX(¬Received ∧EX(¬Received ∧EX(¬Received ∧EX(¬Received ∧
EX(¬Received ∧EX(¬Received ∧EX(¬Received ∧EX(¬Received ∧
EX(¬Received ∧ ¬Received)))))))))

In Tables 3 and 4 we present experimental results for the formula ϕ3 and ϕ4, respec-
tively. Also in the case of this benchmark we can observe that time and memory usage
depends on number of paths.

In Figures 5(a) and 5(b) we present a comparison of total time usage and total memory
usage for the formulae ϕ3.
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FIGURE 5: A comparison of total time usage and total memory usage for the formulae ϕ3.

An observation of experimental results for formula ϕ3 leads to the conclusion that
BMC for RTECTL uses less time and memory comparing to BMC for ECTL. The reason
is that although BMC needs much more paths for verification in case of ECTL.

BMC SAT BMC + SAT
Logic n k LL sec MB sec MB sec MB

RTECTL 1 5 7 0.01 1.83 0.00 6.00 0.01 6.00
ECTL 1 5 19 0.04 2.09 0.01 6.00 0.05 6.00

RTECTL 5 13 15 0.89 4.92 0.56 10.00 1.44 10.00
ECTL 5 13 155 10.34 35.73 9.36 67.00 19.70 67.00

RTECTL 10 23 25 10.95 23.74 9.70 42.00 20.65 42.00
ECTL 10 23 505 258.28 445.00 916.79 849.00 1175.07 849.00

RTECTL 15 33 35 55.66 78.27 96.52 227.00 152.18 227.00
RTECTL 20 43 45 234.62 196.00 11461.90 1330.00 11696.52 1330.00

Table 3: Experimental results for formula ϕ3 - RTECTL vs. ECTL. k is
the bound, LL is the number of k-paths.
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In Figures 6(a) and 6(b) we present a comparison of total time usage and total memory
usage for the formulae ϕ4.
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FIGURE 6: A comparison of total time usage and total memory usage for the formulae ϕ4.

An analysis of experimental results for formula ϕ4 leads to the conclusion that BMC
for ECTL uses less time and memory comparing to BMC for RTECTL. The reason is that
although BMC needs much more paths for verification in case of ECTL, but these paths
are significantly shorter.

BMC SAT BMC + SAT
Logic n k LL sec MB sec MB sec MB

RTECTL 1 4 1 0.00 1.70 0.00 6.00 0.00 6.00
ECTL 1 1 4 0.00 1.70 0.00 6.00 0.00 6.00

RTECTL 2 9 1 0.01 1.70 0.01 6.00 0.02 6.00
ECTL 2 1 9 0.00 1.70 0.00 6.00 0.00 6.00

RTECTL 3 16 1 0.02 1.83 0.28 6.00 0.29 6.00
ECTL 3 1 16 0.00 1.83 0.01 6.00 0.01 6.00

RTECTL 4 25 1 0.29 2.09 1.90 7.00 2.18 7.00
ECTL 4 1 25 0.02 2.09 0.03 6.00 0.05 6.00

RTECTL 5 36 1 0.58 2.34 10.63 9.00 11.20 9.00
ECTL 5 1 36 0.03 2.47 0.03 7.00 0.06 7.00

RTECTL 6 49 1 1.63 2.86 49.99 16.00 51.62 16.00
ECTL 6 1 49 0.07 2.99 0.08 7.00 0.15 7.00

RTECTL 7 64 1 2.97 3.50 346.04 51.00 349.01 51.00
ECTL 7 1 64 0.09 3.76 0.12 8.00 0.21 8.00

RTECTL 8 81 1 5.52 4.41 2775.31 117.00 2780.83 117.00
ECTL 8 1 81 0.15 4.66 0.79 10.00 0.94 10.00

RTECTL 9 100 1 11.55 5.44 11659.16 275.00 11670.71 275.00
ECTL 9 1 100 0.25 5.95 0.64 11.00 0.88 11.00
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ECTL 10 1 121 0.32 7.62 1.92 15.00 2.24 15.00
ECTL 11 1 144 0.44 9.56 0.99 17.00 1.43 17.00
ECTL 12 1 169 0.52 12.01 6.97 29.00 7.49 29.00
ECTL 13 1 196 0.66 14.97 9.57 34.00 10.23 34.00
ECTL 14 1 225 0.90 18.46 75.31 117.00 76.21 117.00
ECTL 15 1 256 1.22 22.59 65.80 122.00 67.02 122.00
ECTL 16 1 289 1.46 27.50 116.33 187.00 117.80 187.00
ECTL 17 1 324 1.72 33.06 250.14 285.00 251.86 285.00
ECTL 20 1 441 3.07 55.17 1062.39 710.00 1065.46 710.00

Table 4: Experimental results for formula ϕ4 - RTECTL vs. ECTL. k is
the bound, LL is the number of k-paths.

6 Conclusions

For the tests we have used a computer equipped with AMD Phenom
TM

9550 Quad-Core
2200 MHz processor and 8 GB of RAM, running Ubuntu Linux with kernel version 3.5.0-
17-generic. We have used the state of the art SAT-solver MiniSat 2 [19, 20], which is one
of the best SAT-solver. MiniSat 2 also has been used in the experimental results in many
papers concerning the BMC method, for example [11, 16, 12], and many others.

In this paper we have presented a comparison between the BMC method for ECTL
and the BMC method for RTECTL. Moreover, we have presented a correct translation for
operator EGI , which was not defined in [10, 14]. Further, we have tested and compared
with each other on to standard benchmarks the BMC translations for RTECTL and ECTL
incremented in [11, 12].

Acknowledgements. The author wishes to thank Bożena Woźna-Szcześniak and Andrzej
Zbrzezny for valuable comments and numerous suggestions which helped to improve this
paper.
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