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1. Research description 

Over the last few years deep neural networks overcome many challenges in the 
field of computer graphics or natural language processing. Despite spectacular 
successes, these algorithms are not free of limitations . One of the problems are 
the adversarial examples, which cheat the classifier despite seemingly insignificant 
changes in the input data [1]. These input perturbations are invisible to the human 
eye but change the predictions of even a well-trained network. Another challenge 
are attacks during the network training, where properly crafted images introduce a 
backdoor to the model, which can be used later in the implemented system [2]. 
Recently, it is also shown how to take advantage of adversarial example 
methodology to increase the classification confidence of the network [3].


The research will focus on development and analysis of neural networks that would 
provide certain guarantees in the context of security and credibility. It is also 
possible to extend the subject matter to the issue of interpretability - key factor in 
applications such as medical data processing.


2. Requirements 

a) M. Sc. of Computer Science, Mathematics or Physics

b) programming skills (e.g. Python)

c) elementary knowledge of machine learning 

d) good command of English 

e) experience with PyTorch or Tensorflow would be really appreciated
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