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DESCRIPTION: 
 
Vector representations of discrete text units such as words or their parts [6] are a fundamental building 
block of presently used deep learning algorithms in natural language processing, such as transformers [11]. 
The aim of this doctoral project is to explore systematically whether performance of these algorithms can 
be improved if one considers more sophisticated methods for tokenization of input data. The standard 
tokenization methods, such as byte pair encoding (BPE) [9], were historically motivated by unsupervised 
learning of morphology of natural language [12, 3] and grammar-based data compression algorithms [4, 1]. 
Although a recent study [8] has claimed that a good tokenization procedure cannot be reduced to simple 
data compression, one can hypothesize that improved tokenization algorithms should be informed by both 
information theory [2] and linguistic theories of word morphology [10]. One can also draw inspirations from 
some results in finding compound terms in terminology extraction [5]. 
 
This project includes the design and exploration of alternative approaches to tokenization and their 
evaluation using large language models on both perplexity and downstream tasks performance. The 
emphasis will be put on statistical modeling of Polish language [7] and other morphologically rich 
languages. The prospective candidate is invited to explore these issues in depth experimentally while being 
aware of the relevant theoretical background and the cost of pretraining and retraining large language 
models. 
 
The candidate should hold M.Sc. in Computer Science, Computational Linguistics, or Engineering, be 
knowledgeable in Machine Learning, and possess sufficient computing skills to effectively implement and 
analyse proposed methods. Scientific curiosity and eagerness to learn are essential. 
 
The candidate should contact the authors of the proposal before a formal submission of documents 
({ldebowsk,axw}@ipipan.waw.pl). 
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