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DESCRIPTION:

One of the primary challenges in Discourse Relation Parsing is the limited availability of anno-
tated data. The annotation process is intricate, beginning with the segmentation of documents
into text spans known as Elementary Discourse Units (EDUs), which must then be connected
through semantic-pragmatic relations. This procedure is not only time-consuming but also
demands a high level of expertise and linguistic comprehension from the annotators.

To address this issue, works such as [3] explore unsupervised learning methods, utilizing at-
tention masks from Transformer based language models to extract EUDs, while others like [2]
focus on semi-supervised approaches utilizing pseudo-labeling and self-training to expand ex-
isting annotated datasets. Recent publications, such as [1] have investigated the use of Large
Language Models (LLMs) due to their impressive performance in other tasks. However, they
found that LLMs struggle with discourse relation parsing, highlighting the necessity for devel-
oping dedicated training pipelines.

A common approach to address data scarcity issue found in other NLP fields is to combine data
from various languages. This strategy has been particularly successful with Large Language
Models. By integrating widely available English data with data from less-resourced languages,
researchers have achieved cross-lingual transfer of capabilities. This has been demonstrated in
several areas, including pretraining [6] and instruction fine-tuning [5]

The purpose of this study is to investigate cross-lingual transfer specifically in the context of
Discourse Relation Parsing. Initially, the study seeks to unify various discourse ontologies to
re-annotate existing datasets using the methodology proposed in [4]. This process will result in
the creation of a novel, harmonized multilingual discourse dataset.
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The candidate is tasked with developing a discourse parser using the harmonized multilingual
dataset to explore cross-lingual transfer in discourse analysis. This involves integrating exist-
ing state-of-the-art (SOTA) approaches from the literature, including fine-tuning existing pre-
trained language models using both supervised and unsupervised methods, as well as proposing
novel training pipelines utilizing the latest advances in Deep Learning.

The candidate is expected to have Master’s degree in computer science or similar technical
field, knowledge of recent natural language processing methods and proficiency in deep learn-
ing frameworks such as PyTorch or TensorFlow. Previous research contributions such as pub-
lications, grants or patents in the field of LLM construction and fine-tuning are required.
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