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Vector representations of orthographic words and letter ngrams [4] are a fun-
damental building block of presently used deep learning algorithms such as trans-
formers in natural language processing [5]. The aim of the project is to explore
systematically whether the performance of these algorithms can be improved if one
considers some more sophisticated methods for segmentation of input data than
using orthographic words or letter ngrams. In particular, we propose to look for
better data segmentation algorithms in the class of grammar-based compression
algorithms. Grammar-based compression algorithms represent the input text as
a succinct context-free grammar that generates this text as a unique production
[2, 3, 1]. We suppose that this approach could be applied more generally beyond
natural language processing—to music, DNA, etc.
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