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DESCRIPTION: 
The project lies at the intersec4on of privacy, security and machine learning.  
In recent years, there have been rapid advances in genera4ve modeling techniques within the field 
of deep learning. Among these, genera4ve diffusion models, par4cularly those u4lizing the Stable 
Diffusion framework, have gained prominence due to their capability to generate high-quality, di-
verse, and intricate samples. These models hold considerable poten4al for numerous applica4ons, 
such as data augmenta4on, art crea4on, and design op4miza4on. However, as these models be-
come more widely adopted, addressing privacy and data ownership concerns becomes essen4al. 

One cri4cal issue that arises in this context is determining whether a specific data point was used 
during the training process of a model. Extrac4ng this informa4on from a model can be crucial in 
cases where copyrighted or sensi4ve data are used without permission, leading to poten4al legal 
issues. The importance of these maSers is reflected in the European Union General Data Protec-
4on Regula4on (GDPR), par4cularly Ar4cle 17 o\en referred to as the "right to be forgoSen". 

In this project, we want to inves4gate whether it is possible to infer meaningful informa4on on tra-
ining set for big, real-life genera4ve neural networks. We also are interested in  unlearning (forget-
4ng) a given image to ensure that the neural network is no longer able to generate a very similar 
image or its style. Such a precise forge^ng, if successful, would allow a user to be forgoSen/with-
drawn from the service without the need to retrain the whole network. 

The project will be realized within NCN OPUS grant (No: 2023/49/B/ST6/02580). The scholarship is 
5000 PLN plus 3500 PLN (scholarship from TiB Doctoral School). 

Desired candidate’s skills: prac4ce in computer programming (knowledge of programming in 
Python and experience in using the deep learning frameworks such as PyTorch, fluency at English 
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