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Abstract

Reaction systems are a formal model inspired by the functioning of living cells.
This model allows for specifying and analysing computational processes in which
reactions operate on sets of molecules.

The behaviour of a reaction system is determined by the interactions of its reac-
tions, which are based on the mechanisms of facilitation and inhibition. The formal
treatment of reaction systems is qualitative and there is no direct representation of
the number of molecules involved in reactions.

In this thesis we introduce formal verification methods for reaction systems.
Behaviour of reaction systems depends on interactions of the system with its
environment. We show extensions of reaction systems that allow for generating the
behaviours of the environment, which are considered realistic or relevant for the
verification. We introduce an extension of reaction systems, which allows for direct
quantitative modelling of discrete consternation levels. We also propose multi-agent
reaction systems that allow for modelling of distributed and multi-agent systems
in the reaction systems setting.

To allow for specifying properties of reaction systems and their extensions we
introduce temporal logics for reaction systems: rsCTL, which is a branching-time
temporal logic, and rsLTL, which is a linear-time temporal logic. Additionally, to
enable reasoning about temporal and epistemic properties of multi-agent reaction
systems we propose rsCTLK, which is a temporal-epistemic logic. Operators of the
introduced logics allow for selecting the desired environment behaviours.

We define parametric reaction systems where reactions may be defined partially,
by using parameters in place of ordinary reaction elements. We demonstrate a
parameter synthesis approach which under a set of rsLTL specifications calculates a
valuation for the parameters which meets the provided specification.

For the defined formalisms we propose symbolic model checking methods based
on binary decision diagrams and satisfiability modulo theories. We implement and
evaluate these methods experimentally. For the experimental results we introduce
a number of scalable reaction systems modelled using the proposed extensions.
Finally, we introduce a verification toolkit for reaction systems, which implements
the methods proposed in this thesis.






Streszczenie

Systemy reakcji to formalny model zainspirowany funkcjonowaniem komorek
zywych i pozwalajacy na specyfikowanie oraz analize proceséw obliczeniowych, w
ktorych reakcje operuja na zbiorach molekut.

Zachowanie systemu reakcji jest okreslone przez interakcje jego reakcji, ktore
oparte sg na mechanizmie umozliwiania i inhibicji. Systemy reakcji w ujeciu formal-
nym sg modelem jakosciowym, w ktérym nie istnieje bezposrednia reprezentacja
liczby molekut bioracych udzial w reakcjach.

W niniejszej rozprawie wprowadzamy metody weryfikacji formalnej dla systemdow
reakcji. Poniewaz zachowanie tych systemoéw zalezy od interakcji ze §rodowiskiem,
w ktorym funkcjonuja, wprowadzamy rozszerzenia systemoéw reakcji pozwalajace na
generowanie zachowan $rodowiska, ktére uwazane sg za realistyczne i znaczace dla
procesu weryfikacji. Definiujemy réwniez rozszerzenie, ktére pozwala na bezposred-
nie modelowanie zaleznosci ilosciowych przez wprowadzenie dyskretnych poziomow
koncentracji molekut. Ponadto, proponujemy formalizm pozwalajacy na mode-
lowanie systemow rozproszonych oraz wieloagentowych.

W celu umozliwienia specyfikowania wlasnosci systemoéw reakeji oraz ich rozsz-
erzen, wprowadzamy specjalizowane logiki temporalne: rsCTL do okreslania wlas-
nosci czasu rozgalezionego oraz rsLTL do okre§lania wtasnosci czasu liniowego.
Ponadto, aby pozwoli¢ jednocze$nie na okreslanie wtasnosci temporalnych oraz
epistemicznych, proponujemy logike temporalno-epistemiczng rsCTLK. Operatory
wprowadzonych logik pozwalaja na okreslanie zachowan srodowiska.

W rozprawie definiujemy réwniez pojecie parametrycznych systemow reakcji,
gdzie reakcje moga byé zdefiniowane jedynie czesciowo, przez uzycie parametréw
w miejscu zbioréw wystepujacych w reakcjach. Demonstrujemy réwniez metode
pozwalajaca na synteze wartoSciowan dla parametréw przy zalozeniach specy-
fikowanych za pomoca formut logiki rsLTL.

Dla zdefiniowanych formalizméw, proponujemy metody symbolicznej weryfikacji
modelowej, ktore oparte sa o zastosowanie binarnych diagramoéw decyzyjnych oraz
teorii spelnialnosci (ang. satisfiability modulo theories). Przedstawione metody
zostaly zaimplementowane i poddane ewaluacji eksperymentalnej. Na potrzeby
opracowania wynikow eksperymentalnych, wprowadzone zostaly skalowalne modele
systemow, ktore zamodelowane zostaly z wykorzystaniem zdefiniowanych rozszerzen
systemow reakcji. Implementacje metod zaproponowanych w niniejszej rozprawie
stanowig narzedzie do weryfikacji systeméw reakcji.

11






CHAPTER 1

Introduction

Reaction systems are a formal model for processes inspired by living cells. They
capture the basic mechanisms responsible for the dynamic behaviour of living
cells. The biochemical interactions of living cells are based on the mechanisms of
facilitation and inhibition: reactions and their products, may facilitate or inhibit
each other. The simplicity of reaction systems comes from the fact that they model
the reactions, states, and dynamic processes using finite sets, and so they directly
capture qualitative aspects of systems. There is no direct representation of the
number of molecules involved in biochemical reactions, nor the number of molecules
present in the current system state. For applications in which correct behaviour of
the verified system is crucial, it is essential to provide methods for their analysis.
Despite the simplicity of reaction systems, they are capable of representing large
numbers of complex processes and understanding the properties of these systems
might be challenging.

Model checking is a method that allows for verifying whether a system in question
satisfies a given formula specifying either a desired or an undesired property of
that system. Typically, the verified properties are expressed using mathematical
logic. Model checking is fully automatic and it does not require expert knowledge
of verification techniques.

Multi-agent systems are distributed systems composed of interacting autonomous
agents, where the agents communicate with each other to solve problems. Their
applications can be found in domains such as, e.g., robotics, biology, logistics, and
defence systems.

In this doctoral dissertation we introduce formal verification methods based on
model checking, which will allow for verification of reaction systems and multi-agent
systems modelled in the reaction systems setting.
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1.1 Research hypothesis

In this thesis we introduce model checking methods for reaction systems, intro-
duce logics for specifying properties of reaction systems, and propose extensions
of reaction systems that facilitate verification. We state the following research
hypothesis:

Formal verification methods based on model checking will allow for verifica-
tion of reaction systems.

1.2 Related work

In this section we provide an overview of the related work.

Model checking. Model checking was introduced independently by Clarke and
Emerson [Clarke and Emerson, 1981, Clarke et al., 1986] and by Queille and
Sifakis [Queille and Sifakis, 1982|. The idea of model checking consists of represent-
ing a system to be verified in a form of a transition system (model), representing
a specification as a temporal logic formula, and checking automatically whether
the formula holds in the model. Unfortunately, the practical applicability of the
approach is usually limited due to the state explosion problem: the analysed state
space of the verified system grows significantly for large concurrent systems.

One of the methods used to alleviate the above problem is to apply symbolic
model checking [McMillan, 1993], where the state-space is not represented explicitly,
and binary decision diagrams (BDD) [Bryant, 1986| are used to store the states of
the system and perform operations on them.

Bounded model checking (BMC) [Biere et al., 1999a] is an efficient verifica-
tion method whose main idea consists in considering a model truncated up to a
specific depth. There exist numerous papers which deal with that approach in
the context of sAT-based verification for existential temporal properties: a model
checking problem on a fraction of the model is translated into the SAT problem,
which is then performed using a SAT-solver. Alternatively, the problem can be
translated into a satisfiability modulo theory (SMT), which is a generalisation of
the Boolean satisfiability problem, where some functions and predicate symbols
have interpretations from the underlying theory [Armando et al., 2006, Kroening
and Strichman, 2016]. Another approach to BMC involves using BDDs [Cabodi
et al., 2002, Jones and Lomuscio, 2010, Meski et al., 2011a]. Originally, model
checking was introduced for computation tree logic (cTL) [Clarke et al., 1986]
and model checking for linear-time temporal logic (LTL) specifications was given
in [Lichtenstein and Pnueli, 1985].

There also exist model checking methods for verification of timed systems
modelled using time Petri nets and timed automata [Penczek and Polrola, 2006].
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An sMT-based BMC method for verification of reachability in bounded time Petri
nets was introduced in [Pétrola et al., 2014]. BDD and SAT-based BMC methods
for verification of distributed time Petri nets and properties expressed in LTL and
CTL without the next-step operator were proposed and compared in [Meski et al.,
2011D).

Parameter synthesis. In this thesis we also tackle the problem of parameter
synthesis (or parametric model checking). In practice, the analysed system or
the verified property of the system may be specified partially: parameters might
be used in place of the unspecified or unknown elements in the system or in the
formula expressing the verified property. The parameter synthesis problem consists
in calculating the values for the parameters, given some constraints. Parametric
timed automata which extend ordinary timed automata with parameters used in
place of unspecified timing constraints were introduced by Alur et al. in [Alur
et al., 1993b]. In [Hune et al., 2002| the authors present an extension of the
UpPAAL [Bengtsson et al., 1995, Behrmann et al., 2004] model checker, which
allows for parameter synthesis of linear parameter constraints of parametric timed
automata. A parameter synthesis method for a parametric variant of action-
restricted CTL (ARCTL) [Pecheur and Raimondi, 2006b| and Kripke structures was
proposed in [Knapik et al., 2015]. In [Jones et al., 2012] an approach to synthesis
for a temporal-epistemic logic and multi-agent systems, where groups of agents
occurring in the formulae are synthesised is considered.

Comprehensive overviews of model checking and other verification methods
can be found in [Clarke et al., 1999, Huth and Ryan, 2004, Baier and Katoen,
2008, Grumberg and Veith, 2008].

Reaction systems. The formalism of reaction systems was introduced by Ehren-
feucht and Rozenberg in [Ehrenfeucht and Rozenberg, 2007b.

An important strand of research focuses on applying reaction systems to mod-
elling of different kinds of problems and real-world systems. The paper |Brijder
et al., 2011a] presents an introduction to reaction system, proposes a reaction
systems model for a binary counter system, and demonstrates how to translate
any transition system into a reaction system. In [Corolli et al., 2012| the authors
modelled the gene regulation mechanism for lactose operon of Escherichia coli and
explored modelling possibilities for several well-known computer science problems.
A reaction systems model of the eukaryotic heat shock response, which we use in
this thesis as a benchmark, was described in [Azimi et al., 2014a] together with
properties that specify its behaviour. Different reaction system models of the
biochemical reactions for self-assembly of vimentin tetramers into intermediate
filaments are studied in [Azimi et al., 2015b]. Boolean networks are a formalism
used for simulating gene regulatory networks. A translation of Boolean networks
into reaction systems was presented in [Barbuti et al., 2018].

There exist extensions of the basic model of reaction systems that allow for
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modelling of different classes of systems. The paper [Ehrenfeucht and Rozenberg,
2009| introduces reaction systems with measurements, which allow for expressing
quantitative dependencies and are used to introduce time into reaction systems. In
reaction systems entities vanish if they are not sustained by reactions. Reaction
systems with duration [Brijder et al., 2011c| relax this property by allowing entities
to decay in a specified number of steps. In evolving reaction systems [Ehrenfeucht
et al., 2017a| the set of the available reactions is allowed to change with each
state transition. Quantum and probabilistic reaction systems were proposed
in [Hirvensalo, 2012|. In reaction automata [Okubo et al., 2012b|, which are
a model of computation inspired by reaction systems, only one reaction can take
place at a time. In |Okubo et al., 2012b] it is also shown that this model is Turing
universal. Reaction automata were studied further in [Okubo et al., 2012a, Okubo,
2014, Okubo and Yokomori, 2015, Okubo and Yokomori, 2016]. A model of
exploration systems |Ehrenfeucht and Rozenberg, 2014| extending the framework
of reaction systems was defined by introducing zoom structures for representing
a depository of knowledge of a discipline of science. The model was also studied
in [Ehrenfeucht and Rozenberg, 2015].

There also exist other biologically-inspired modelling formalisms. The most
notable ones include chemical reaction networks [Horn and Jackson, 1972], Boolean
automata networks [Kauffman, 1969, Shmulevich and Dougherty, 2010|, and mem-
brane systems |Paun, 2002]. Simulating reaction systems by membrane systems
was discussed in [Alhazov et al., 2016].

A significant part of the research on reaction systems has been focused on their
mathematical properties. Minimal reaction systems are defined with reactions using
the minimal number of reactants or inhibitors. The paper [Ehrenfeucht et al., 2012b|
provided a classification of functions defined by reaction systems with minimal
resources. This classification was refined in [Teh and Atanasiu, 2017|. According
to the definition of reaction system, the minimal number of resources required
to define a reaction is exactly two. The consequences of assuming the minimal
number of resources to be three were studied for almost minimal reaction systems
in [Salomaa, 2013b|. In [Salomaa, 2014| it was demonstrated that everything
generated by an arbitrary reaction system can be also generated in three steps by
a minimal reaction system, while [Salomaa, 2015] provided a similar result for two
steps. Minimal reaction systems with duration were studied in [Salomaa, 2017].

Checking if an entity appears at a given step m in at least one state sequence
of a reaction system is the occurrence problem. The problem of convergence is
the universal version of that problem and it amounts to checking if the entity
appears at the m'™ step of all the state sequences. These two problems were
studied in [Salomaa, 2013a, Salomaa, 2013b, Formenti et al., 2015].

Different classes and properties of reaction systems related to their state se-
quences were studied in [Salomaa, 2012a, Salomaa, 2012b|, while [Ehrenfeucht and
Rozenberg, 2007a| tackled the problem of modules and events in reaction systems.

A method for representing reactions of reaction systems using trees was shown
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in [Brijder et al., 2012]. Predictors characterise the environment of reaction systems,
which leads to production of a certain molecule after a given number of step.
Predictors for reaction systems were introduced in |Brijder et al., 2010]. Dynamic
causalities in reaction systems together with different notions for representing
predictors were studied in [Barbuti et al., 2016a]. These notions were investigated
further in [Barbuti et al., 2017] and [Barbuti et al., 2016b|, where in the latter it is
assumed that the environment provides molecules according to what is expressed
by a temporal logic formula.

The complexity of problems related to computing preimages in reaction sys-
tems was studied in [Dennunzio et al., 2015¢, Dennunzio et al., 2015b|. Several
combinatorial problems related to reaction systems are discussed in [Dennunzio et
al., 2014, Dennunzio et al., 2015a|. In [Dennunzio et al., 2016] it is shown that the
complexity of the reachability problem is PSPACE-complete in reaction systems for
several classes of resource-bounded reaction systems and the complexity is lower
when a certain restriction is applied.

The dynamics of reaction systems may result in, e.g., existence of fixed points,
attractors, and cycles. Problems related to detecting such properties were investi-
gated in [Formenti et al., 2014a, Formenti et al., 2014b)].

Verification of reaction systems. In [Azimi et al., 2015a| the authors investi-
gate the property of mass conservation using dependency graphs, and introduce a
simulator for reaction systems. A reaction systems simulator focusing on efficiency
and implemented on graphics processing units (GPU) is proposed in [Nobile et al.,
2017]. A web-based version of the simulator introduced in [Azimi et al., 2015a] is
presented in |Ivanov et al., 2018]. The relationship between reaction systems and
synchronous digital circuits is studied in [Shang et al., 2019], leading to a simulation
method for reaction systems based on translating them into hardware circuits that
are emulated using field-programming gate arrays (FPGA). In [Azimi et al., 2016]
the authors define several biologically inspired properties for reaction systems and
study their verification problems together with their computational complexity. The
defined problems include mass conservation, invariants, steady states, stationary
processes, elementary fluxes, and periodicity. Steady states of reaction systems are
introduced in [Azimi et al., 2016]. A polynomial time algorithm for finding all the
steady states of a constrained reaction system is given in [Azimi, 2017]. In [Azimi
et al., 2017] the authors introduce a reaction systems framework for dealing with
properties important in biology, such as multiple steady states, bistability, limit
cycle oscillation, and period-doubling bifurcation.

Multi-agent systems. In this dissertation we also tackle aspects of verification of
multi-agent systems. Interpreted systems [Fagin et al., 2003] are the most commonly
used formalism for modelling multi-agent systems for model checking. Temporal-
epistemic properties of multi-agent systems can be expressed using CTL*K [van der
Meyden and Wong, 2003|, which is a logic combining epistemic operators with
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temporal operators of ¢TL* [Emerson and Halpern, 1986]. A symbolic model
checking method for interpreted systems and CTLK specifications was proposed
in [Raimondi and Lomuscio, 2005| and a bounded model checking approach for
multi-agent systems and temporal-epistemic properties was put forward in [Penczek
and Lomuscio, 2003|. A comparison of methods for bounded model checking and
LTLK specifications for interpreted systems, based on BDDs and SAT was given
in [Meski et al., 2014b|. There also exist other modelling formalisms for multi-agent
systems, e.g., modular interpreted systems [Jamroga and Agotnes, 2007, Jamroga
et al., 2013].

1.3 Contributions

The high-level outcomes of the research work presented in this thesis are:

— model checking methods for reaction systems,
— a parametric model checking approach for reaction synthesis,

— a reaction systems model checking toolkit implementing the introduced
verification methods.

Below we provide a detailed overview of the contributions of the individual chapters.

Chapter 3. We introduce rsCTL, computation tree logic for reaction systems,
which is a logic for specifying properties of reaction systems, as well as a method
for verifying these properties. The processes of reaction systems are guided by
the context sequences (which model interactions with the environment), to enable
the verification we introduce a generalisation of reaction systems which allows to
specify context entities generating all the context sequences for the processes of the
given reaction system. Moreover, we describe an encoding of the model for reaction
systems into Boolean formulae that can be used for symbolic model checking. We
also provide complexity results for the problem of model checking reaction systems
and prove that the complexity of rsCTL model checking is PSPACE-complete.

Chapter 4. We extend the basic reaction systems to allow for modelling of
distributed and multi-agent systems, and provide support for different synchroni-
sation schemes. The formalism allows for modelling of systems employing both
synchronous and asynchronous execution semantics. We demonstrate how the for-
malism of multi-agent reaction systems can be applied to modelling of multi-agent
systems.

The model brings together advantages of reaction systems, membrane sys-
tems [Alhazov, 2006, Kleijn and Koutny, 2011] and tissue systems [Paun, 2002, Paun
and Rozenberg, 2002, Paun et al., 2010] to model networks of cells. This is achieved
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by extending the basic reaction systems model with the idea of compartmentali-
sation derived from membrane and tissue systems which allows for modelling of
distributed systems.

Further, we introduce context automata, which represent the influence of the
bigger system in which the reaction system models are situated. We also introduce
an extended notion of context automata allowing conditional generation of contexts
(based on the current state of a reaction system).

To enable specifying temporal-epistemic properties of multi-agent reaction
systems we introduce a new logic for reaction systems: rsCTLK, which combines
rsCTL (Chapter 3) with CTLK [Penczek and Lomuscio, 2003]. We introduce model
checking for multi-agent reaction systems and properties expressed in rsCTLK. The
proposed method is implemented using binary decision diagrams for symbolic model
checking and the method is evaluated experimentally. Additionally, we prove that
model checking for rsCTLK is PSPACE-complete.

Chapter 5. We introduce a formalism supporting quantitative modelling by
considering reaction systems with discrete concentrations of entities.

Although reaction systems with discrete concentrations are semantically equiv-
alent to the original qualitative reaction systems, they provide much more succinct
representations in terms of the number of entities being used, and allow for more
efficient verification. Our experimental results show a significant improvement in
the execution times in favour of reaction systems with discrete concentrations.

We define a variant of linear-time temporal logic (rsLTL) interpreted over models
of reaction systems with discrete concentrations. We provide an encoding into
SMT, together with a bounded model checking method, and present experimental
results showing the efficiency of verification for reaction systems with discrete
concentrations.

Chapter 6. In practical applications, a reaction system may have only partially
specified reactions, where reactants, inhibitors, or products might be initially un-
known. In such situations, we propose to use parameters in place of the unspecified
reaction parts. We develop a reaction mining approach where the missing inputs
are computed automatically. To develop such an approach, we introduce reaction
systems with parameters. The main result is a methodology that calculates the
valuations of the parameters in such a way that the resulting reaction system
satisfies a given rsLTL formula when operating in a given external environment.
Intuitively, such a formula might correspond to a number of observations (runs) of
the behaviour of a partially specified system.

We provide a suitable encoding of parametric reaction systems in sMT, and
propose a procedure based on bounded model checking for solving the synthesis
problem. We also provide experimental results demonstrating the scalability of
this method and its potential applications.
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Chapter 7. We present a toolkit for verification of reaction systems which com-
bines all the implementations prepared for the preceding chapters. The toolkit
consists of two separate modules, which are responsible for supporting BDD-based
and SMT-based verification methods. An overview of the modules and their ar-
chitecture is provided. We also introduce RSSL, which is an input language for
specifying reaction systems and their properties.

1.3.1 Publications

I was the lead author of the following papers:

“Model checking temporal properties of reaction systems”, on which Chapter 3
is based. The co-authors of this paper were: Wojciech Penczek and Grzegorz
Rozenberg. It was published in Information Sciences, 2015 (|Meski et al.,
2015]). This paper is an extended version of [Meski et al., 2014a] published
as Technical Report 1028 of Institute of Computer Science, Polish Academy
of Sciences, April 2014.

“Model Checking for Temporal-Epistemic Properties of Distributed Reaction
Systems”, on which Chapter 4 is based. The co-authors of this paper were:
Maciej Koutny and Wojciech Penczek. It was published as a technical report
of School of Computing, University of Newcastle upon Tyne ([Meski et al.,
2019]).

“Verification of Linear-Time Temporal Properties for Reaction Systems with
Discrete Concentrations”, on which Chapter 5 is based. The co-authors of this
paper were: Maciej Koutny and Wojciech Penczek. It was published in Fun-
damenta Informaticae, 2017 ([Meski et al., 2017]). This paper is an extended
version of the paper “Towards Quantitative Verification of Reaction Systems”,
published in the proceedings of Unconventional Computation and Natural
Computation — 15th International Conference, UCNC 2016, Manchester, UK,
July 11-15, 2016 (|Meski et al., 2016]).

“Reaction Mining for Reaction Systems”, on which Chapter 6 is based. The
co-authors of this paper were: Maciej Koutny and Wojciech Penczek. It was
published in the proceedings of Unconventional Computation and Natural
Computation — 17th International Conference, UCNC 2018, Fontainebleau,
France, June 25-29, 2018 ([Meski et al., 2018]).
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3. Verification problems for reaction systems and their computational complex-
ity [Azimi et al., 2016].

4. An overview of research on reaction systems |Ehrenfeucht et al., 2017b].

5. Simulation of reaction systems using graphics processing units [Nobile et al.,
2017].

6. Equivalence notions for reaction systems [Kleijn et al., 2018].
7. Web-based reaction systems simulator |Ivanov et al., 2018].

8. Reaction systems which communicate with their environment [Bottoni et al.,
2019].

9. Translation of reaction systems into a process algebra [Brodo et al., 2019].

10. Relationship between synchronous digital circuits and reaction systems [Shang
et al., 2019].

1.3.2 Collaborations

Grzegorz Rozenberg suggested the idea of introducing model checking for reaction
systems and for the verification of context-independent sequences of reaction systems.
This resulted in defining the model checking approach presented in Chapter 3.

Maciej Koutny helped with the formalisation of the translation of context
restricted reaction systems with discrete concentrations into context restricted
reaction systems. The translation was presented in Section 5.1. He also participated
in the initial discussions about the definition of multi-agent reaction systems
introduced in Chapter 4. The generalisation of context automata which follows
the idea of state-aware context controllers of [Kleijn et al., 2018| was suggested
by Maciej Koutny. This has resulted in Definition 4.2.6 which defines extended
context automata.

1.4 Structure of this thesis

Chapter 1 provides an introduction to the subject of this thesis, describes its
most important contributions, and gives an overview of the literature.

Chapter 2 introduces reaction systems and basic notions used in the remainder
of the thesis.

Chapter 3 defines rsCTL, a branching time temporal logic for reaction systems.
The logic is interpreted over the models for context restricted reaction systems
which generalise standard reaction systems by controlling context sequences.
A translation from the context restricted reaction systems into Boolean
formulae is defined. The Boolean formulae encoding is then used to implement
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symbolic model checking for rsCTL. The proposed method is implemented
into a model checking tool using binary decision diagrams. The chapter
concludes with an experimental evaluation which validates various reaction
systems.

Chapter 4 focuses on multi-agent reaction systems, an extension of reaction
systems for modelling of distributed and multi-agent systems. To allow for
expressing temporal-epistemic properties of multi-agent reaction systems
we introduce rsCTLK. The model checking problem for rsCTLK is defined
together with a symbolic model checking method based on binary decision
diagrams. Finally, for an implementation of the proposed verification method
experimental results are provided.

Chapter 5 introduces reaction systems with discrete concentrations that allow
for direct quantitative modelling. A linear-time temporal logic for reaction
systems, rSLTL, is introduced. We define the bounded model checking problem
for rsLTL as well as a translation into SMT. The presented SMT-based bounded
model checking method is evaluated by comparing quantitative reaction
systems modelling approach for model checking with the direct modelling
approach of reaction systems with discrete concentrations.

Chapter 6 introduces parametric reaction systems in which reactions can be
defined partially. To allow for specifying restrictions on parameters and
relationships between them, a language of parameter constrains is introduced.
We propose an approach to parameter synthesis, given a set of observations
expressed in rsLTL. Using the example of the mutual exclusion problem, we
demonstrate how to synthesise a malicious reaction whose presence invalidates
the integrity of the system. We provide an experimental evaluation with
an analysis of the efficiency of the synthesis method and the SMT encoding,
which is compared with the non-parametric encoding (Chapter 5).

Chapter 7 presents a reaction systems verification toolkit which implements the
methods developed in the dissertation. It gives an overview of the architecture
and the relationships between the modules of the system. A language for
specifying reaction system models and their properties is also introduced.

Chapter 8 provides a summary, concluding remarks, and suggests possible future
research directions.
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CHAPTER 2

Preliminaries

In this chapter we recall some basic notions for reaction systems that are used in
this dissertation.

2.1 Reaction systems

First of all, we recall the notion of a reaction. This section is based on [Brijder et
al., 2011a].

In this thesis, by Z we denote the set of integers and by IN the set of natural
numbers including 0.

Definition 2.1.1. A reaction is a triple b = (R, I, P) such that R, I, P are finite
nonempty sets with RN I = &.

The sets R, I, P are called the reactant set of b, the inhibitor set of b, and the
product set of b, respectively — they are also denoted by Ry, I, and Py, respectively.
The requirement that all three sets R, I, and P are nonempty is motivated by
biological considerations: there is no creation from nothing (R # @), each reaction
may be inhibited (I # @), and if a reaction takes place then this creates a “material”
effect — something is produced (P # @).

If R,I,P C Z for a finite set Z, then we say that b is a reaction in Z. We use
rac(Z) to denote the set of all reactions in Z.

The above formal notion of a reaction corresponds closely to the basic intuition
behind a biochemical reaction. Such a reaction will take place if all of its reactants
are present and none of its inhibitors is present, and if it takes place it produces
its set of products.

Definition 2.1.2. Let Z be a finite set, and let T' C Z.

1. We say that b € rac(Z) is enabled by T, denoted eny(T), if Ry C T, and
IyNT = @. The result of b on T, denoted by resy(1"), is defined by: res,(T") =
P, if eny(T'), and resy(T) = @ otherwise.
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2. For B C rac(Z), the result of B on T, denoted by resp(T), is defined by
resg(T) = J{resp(T) | b € B}.

The intuition underlying the above definition is that 71" formalises a state of a
biochemical system under consideration: it is simply the set of all biochemical
entities present in the given state. A reaction b is enabled by T' (can take place
in T) if all the reactants of b are present in 7" and none of the inhibitors of b is
present in T'. Therefore we require that Ry N I, = @ — in this way we do not
consider “trivial reactions”, i.e., reaction that are never enabled.

The result of a set of reactions B is cumulative, i.e., it is the union of the results of
the individual reactions of B — clearly, resp(T") = |J{resy(T) | b € B and eny(T)}.

We are ready now to define the notion of reaction system.

Definition 2.1.3. A reaction system, RS for short, is an ordered pair R = (S, A),
where S is a finite set and A C rac(S).

The set S is the background set of R. The elements of S are called entities,
each subset of S is called a state of R, and A is the set of reactions from R.

Example 2.1.4. Consider the set S = {1,2,3,4} and the following set A of
reactions from rac(S):
- ar= ({17 4}7 {2}7 {17 2})7
az = ({2}7 {4}’ {17 3, 4})7
- a3 = ({1,3},{2},{1,2}), and
—ag = ({3}, {2}, {1}).
Then, R1 = (5, {a1,a2,a3,a4}) is a rs.
Consider the state T = {1,3,4}. Then reactions aj, a3, a4 are enabled by

T, while ag is not enabled by T'. Consequently ress(T) = resq, (T) Uresq, (T) U
resq, (T) ={1,2} U{1,2} U {1} = {1,2}. ]

Since the successor state T” of a current state T' (thus 7" = res4(T)) is the
union of the products of all reactions from A which are enabled by T, an entity x
from T will vanish (i.e., will not be present in 7”) unless it is produced (sustained)
by a reaction enabled by T'. This non-permanency of entities in reaction systems
is motivated by basic bioenergetics of the living cell: without supply of energy the
living cell with all its molecules disintegrates. But absorbing energy is a chemical
process achieved through biochemical reactions — thus a molecule (an entity) is
sustained if it is sustained by a biochemical reaction. The vanish of a non-sustained
entity in the basic model of a reaction system happens within a single transition
step (from T to T”). However, in other more elaborated models in the broad
framework of reaction systems the basic biochemical effect of decay is taken into
account and so the vanishing takes place within a number of transition steps (see,
e.g., |[Ehrenfeucht et al., 2012al).
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Also, since the successor state of a current state T' is the union of the products
of reactions enabled by T, there are no conflicts between reactions enabled by T
Therefore there is no counting in reaction systems, and so it is a qualitative model.
This follows from the level of abstraction adopted for the basic model. However, in
the broad framework of reaction systems (see, e.g., [Ehrenfeucht et al., 2012a]) one
considers models which include counting.

Hence a reaction system is basically a set of reactions over a finite background
set. There is no structure involved (such as tapes, counters, pushdowns) — reactions
are primary here. This reflects our point of view that the living cell is basically a
reactor in which reactions (from a finite set of reactions) interact. The processes
resulting from these interactions underlie the functioning of the living cell. These
dynamic processes are formalised as follows.

Definition 2.1.5. Let R = (S, A) be a RS and let n > 1.

1. An (n-step) interactive process of R is a pair m = (7, ) of finite sequences of
finite sets such that:

(a) v=(Co,Cr,-++,Cp) and 6 = (Do, D1, -+, Dy),
(b) Co,Cy,---,Cp C S,

(C) Dy, D1,--- ,D, C S, with Dy = &, and

(d) D; =resa(Di—1 UCi—) for alli e {1,--- ,n}.

2. The state sequence of 7 is the sequence 7 = (Wy, Wy,--- ,W,,) such that
W; = C;UD; for all i € {0,...,n}.

The sequence ~ is the context sequence of m and the sequence ¢ is the result
sequence of w. The sequence (C1,Co,---,Cy,) is the proper context sequence of
m, and the set Cy is the initial state of w. If C; C D; for all i € {1,...,n}, then
we say that 7 (and 7) are context-independent. Clearly, the context sequence =y
of an interactive process m = (7, ) determines 7 because the result sequence ¢ is
obtained from v by reactions of R (through res4). The proper context sequence
of an interactive process reflects the fact that the living cell is an open system, i.e.,
its behaviour is influenced by its context/environment.

Note that:

1. The non-permanency of entities carries over to processes in the obvious way:
an entity x from a current state W; is not sustained in the successor state
Wit1 unless z is produced by a reaction enabled by W; (x € Dj;41) or x is
provided by the context (x € Cj11).

2. There is no restriction on the context sequence: any sequence of subsets of
the background set S can be a context sequence of an interactive process.

It is important to observe that reaction system is a strictly finite system in the
sense that the size of each state is a priori limited (by the size of the background
set, which is finite).
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2.2 Examples of reaction systems

In this section we provide examples of reaction systems found in literature.

2.2.1 Basic examples

Example 2.2.1. Now we provide a reaction system implementation of an n-bit
cyclic binary counter (BC) given in |Brijder et al., 2011b, Section 4.1|. A current
value of the counter can be increased by one or decreased by one depending on
the controller’s request. If no such request is present in a current state, then the
value of the counter remains the same. The background set of the reaction system
implementing this counter is defined as:

Sn = {poa cee 7pn—17inC, dec}.

The entities {po, . .., pn—1} allow to provide a set representation of the numbers
from the range {0,...,2" !} represented in the positional binary notation: entity
p; represents the enabled bit corresponding to the value of 2¢, for i € {0,...,n —1}.
For example, with n = 5, the value 01011 (i.e., 11 in base-ten) is represented by
the set {pg, p1,p3}. Thus, for each W C S,,, the value represented by W equals

> 2
pi€(W\{inc,dec})

The entities inc and dec are used to represent the instructions to increment by
one, and to decrement by one the value of the current state of the counter. If one
attempts to increment and decrement the counter value at the same time, then the
value of the counter is reset to zero.

Then we need the following reactions:

— Retention:

— Forall j € {0,...,n —1}: aj = ({p;}, {dec, inc},{p;}).

— Increment:

- bO = ({ch}’ {dec, pO}’ {pO})v
— Forallje{l,...,n—1}:

bj = ({inc, po; - .., pj-1}, {dec, pj}, {pj}),
— Forall j,k€{0,...,n—1}, j < k:
¢k = ({inc, pr}; {dec, pj}, {pr})-
— Decrement:
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— Forall j€{0,...,n—1}:
dj = ({dec}, {inc, po, ..., pj},{p;}),
— Forall j,ke€{0,...,n—1}, j < k:
ejk = ({dec, pj; pi}, {inc}, {pr})-

Let then:

B,={a; :0<j<n}u{b;:0<j<n}u{d;:0<j<n}
U{ejp:0<j<k<n}U{er:0<j<k<n}

Finally the desired RS is defined as RJ, = (Sp, Br). O

Example 2.2.2. We consider here an implementation by a RS of a small generic
regulatory system! GRS discussed in [Ehrenfeucht et al., 2012a, Section 3|.

The regulatory system contains three (abstract) genes z, y, z expressing proteins
X, Y, Z, respectively, protein U, and protein complex ) formed by X and U. The
expression of X by x is inhibited by Y and Z, the expression of Z by z is inhibited
by X, and expression of Y by y is inhibited by the protein complex Q.

The background set S = {z,7,X,y,¥,Y,2,2,2,Q,U, h}, where Z, 3, and z
denote RNA polymerase sitting on the promoter of genes x, y, and z, respectively.
Here h is a “dummy entity” to be used as an inhibitor whenever we do not specify
other inhibitors for a reaction. For example, h could represent a high level of
radiation that may inhibit a reaction.

Finally, the set of reactions consists of four subsets (A;, Ay, A., and Ag)
defined as follows:

= Az = {({z}, {h} {x}), {2} AV, 2347}, ({2, 2}, (R} {X D)
= Ay = {{y}, {h} {wh), Hy} AQY U1, ({y, uh {h}, {Y D)},

= A ={({z} {h} =), ({21 {X 3 {ZD), ({2, 23, {1}, {Z})}, and
- Ag ={({U, X}, {n},{@})}.

The intuition behind the reactions above corresponds closely to the biological
actions taking place in a genetic regulatory system. For example:

— ({z},{h},{x}) says that if gene x is present and functional in a current state,
then x will be present and functional in the successor state, unless something
“bad” (inhibition) happens — since GRS does not specify such inhibitions, this
inhibition is expressed by the dummy inhibitor A.

!The definition of these biological terms is out of scope of this thesis; we refer the motivated
reader to [Sneppen, 2014].
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- ({z},{Y, Z},{&}) says that if gene x is present and functional in current
state, then RNA polymerase will sit on its promoter field meaning that z will
be present in the successor state (thus & represents RNA polymerase sitting
on the promoter field of gene x). This will happen providing that neither
protein Y or Z are present in the current state.

— ({z,x},{h},{X}) says that if gene x is present and functional in the current
state and RNA polymerase sits on its promoter field, then eventually protein
X will be expressed. This can be inhibited by a whole set of reasons which
are not relevant for our story here, and so (again) we set here the dummy
inhibitor h.

- ({U, X}, {h},{Q}) says that if both proteins X and U are present in the
current state, then protein complex () will be present in the successor state,
unless inhibited by something (not specified in GRS) formalised by the dummy
h.

Consequently, the reaction system for the regulatory system is modelled by

Rers = (S, A), where: A=A, UA,UA, UAq. O

2.2.2 Heat shock response model

Example 2.2.3. A qualitative model of the eukaryotic heat shock response? (HSR)
was introduced in [Azimi et al., 2014b|. HSR is an internal repair mechanism trig-
gered when a cell is subjected to an environmental stressor — increased temperature
that is not ideal for its functioning.

A temperature exceeding the ideal temperature causes the proteins (prot) of a
cell to misfold (mfp), which in turn may cause its malfunctioning. To facilitate
refolding of the proteins, heat shock response proteins (hsp) are produced, which are
molecular chaperones for the misfolded proteins. The production of hsp is initiated
by heat shock factors (hsf) which are, dimerised (hsfz), and then trimerised (hsfs).
Next, hsfs activates hsp production by binding to the heat shock element (hse)
which is the promoter-site of the gene encoding the heat shock proteins.

Next, we define the reaction system Ryuysx = (S, A4) modelling HSR. The
background set is defined as follows:

S = {hsp, hsf, hsfa, hsfs, hse, mfp, prot, hsfs:hse, hsp:hsf, hsp:mfp,

stress, nostress, h}.

The entities used in the model are summarised in Table 2.1. The entities stress

and nostress indicate, respectively, presence and absence of an environmental

stressor triggering heat shock response. For instance, stress might correspond to

temperature greater than 42 °C, and nostress to temperature lower than 37°C.
The set A of the reactions is composed of the following elements:

For an in-depth study of the problem we refer the interested reader to [Voellmy and Boellmann,
2007].
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entity description
hsp heat shock protein
hsf heat shock factor
hsfo dimerised heat shock factor
hsfs trimerised heat shock factor
hse heat shock element
mfp misfolded protein
prot protein
hsfs:hse hsfs bound with hse
hsp:mfp hsp bound with mfp
hsp:hsf | complex consisting of hsp and hsf
stress presence of heat shock®
nostress absence of heat shock®
h dummy inhibitor

Table 2.1: Summary of the entities used in the heat shock response model. The en-
tities used in the context sets are marked with <.

= ({hsf}, {hsp}, {hsfs}),

= ({hsf , hsp, mfp}, {h}, {hsfs}),

— ({hsfs}, {hsp, hse}, {hsf}),

= ({hsp, hsfs, mfp}, {hse}, {hsf}),

— ({hsfs, hse},{hsp},{hsfs:hse}),

— ({hsp, hsfs, mfp, hse},{h}, {hsfs:hse}),

— ({hse}, {hsfs}, {hse}),

— ({hsp, hsfs, hse}, {mfp}, {hse}),

— ({hsfs:hse},{hsp}, {hsp, hsfs:hse}),

— ({hsp, mfp, hsfs:hse},{h},{hsp, hsfs:hse}),
— ({hsf, hsp}, {mfp}, {hsp:hsf}),

— ({hsp:hsf, stress}, {nostress}, {hsf, hsp}),
— ({hsp:hsf, nostress}, {stress}, {hsp:hsf}),
~ ({hsp, hsfs}, {mfp}, {hsp:hsf }),

— ({hsp, hsfs:hse},{mfp}, {hse, hsp:hsf}),
— ({stress, prot}, {nostress}, {mfp, prot}),
— ({nostress, prot}, {stress}, {prot}),

~ ({hsp, mfp}, {h}, {hsp:mfp}),

~ ({mfp}, {hsp},{mfp}),
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— ({hsp:mfp}, {h}, {hsp, prot}).

2.3 Summary

In this section we recalled some basic notions related to reaction systems. We have
also given some examples of modelling with reaction systems found in literature.
In the following chapters we use these examples to demonstrate the verification
methods introduced in this thesis.
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CHAPTER 3

Model checking for rsCTL

In this chapter we introduce a model checking method for a branching-time logic
and reaction systems.

3.1 Controlling context sequences

For the purpose of model checking we need to decide, which context sequences
should be considered in the verification. This requires a method in which one would
be able to select these context sequences, which are relevant for the system under
analysis. Considering all the possible context sequences generated by the entire
background set could result in unnecessarily large state spaces, which would have
a negative impact on the efficiency of the verification algorithms.

We will consider now a basic method to control /restrict proper context sequences,
just by restricting the set of entities that can occur in them. This leads to the
following definition.

Definition 3.1.1. A simple context restricted reaction system, SCRRS for short,
is a triple SCR-R = (S, A, £) where:

1. S is the (finite) background set,

2. A C rac(S) is the set of reactions,

3. £ C S is the set of context entities.

Our next step to control /restrict interactive processes of reaction systems is to
allow only some states to be initial states. This yields the following definition.

Definition 3.1.2. Let SCR-R = (S, A,€&) be an SCRRS. An initialised context
restricted reaction system, ICRRS for short, is a pair ICR-R = (SCR-R, Sp), where
So C 25 is the set of initial states such that Sy # 9.
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We need to modify now the notion of an interactive process for SCRRS
and ICRRS so that it reflects the role of the corresponding restrictions on proper
context sets and initial states.

Definition 3.1.3. Let SCR-R = (5, A, £) be a SCRRS and let n > 0 be an integer.
An (n-step) interactive process in SCR-R is a pair m = (v, ) of finite sequences of
finite sets such that:

1. Y= (C()7C17' T 7Cn) and § = (D()?Dlv'” 7Dn)7

2. CO gSa Cla'” 7Cn gga

3. Dg,D1,---,D, C S, Dy =, and

4. D; =resa(Di—1 UC;_) for all i € {1,--- ,n}.

The above definition differs from Definition 2.1.5 by restricting in (2) the proper
context sets to be subsets of £.

To define an interactive process in ICRRS the definition for SCRRS is aug-
mented with a restriction on the initial context set.

Definition 3.1.4. Let ICR-R = ((S,A,&),Sy) be a ICRRS and let n > 0 be an
integer. An (n-step) interactive process in ICR-R is a pair m = (,6) of finite
sequences of finite sets such that:

1. Y= (C()7017' o 7071) and 6 - (D()?Dlv"' 7DTL)7

2. CO € Sﬂa Cl:"' 7Cn ggv

3. Dg,D1,---, D, C S, Dy =, and

4. D; = T'@SA(DZ‘_l U Ci—l) for all 7 € {1, cee ,n}.

Next, we give a simple example of an ICRRS.

Example 3.1.5. Consider the ICRRS 1cCR-R1 = ((S, 4,{4}), {{1,4}}), where
(S, A) is the RS Ry from Example 2.1.4.

Let v = ({1,4},2,{4},{4}) and 6 = (2,{1,2},{1,3,4},{1,2}). Then, 7 =
(7, 9) is a 3-step interactive process of Ry. It is also an interactive process of ICR-R 1,
because all proper context sets are subsets of {4} and the initial context set
equals {1,4}. However 7 is not an interactive process of the SCRRS (S, 4, {1, 3}),
because the context set {4} is not a subset of {1, 3}. O

3.2 Examples

Example 3.2.1. Here we define an ICRRS for the reaction system defined in
Example 2.2.2. Let us assume that we want to look into the processes starting
from the states that already contain xz and y. Then, the ICRRS for this model is
defined as

ICR-Rgrs = ((Sa A7 {U})7 {{l’, y}})a
where: A=A, UA,UA,UAg and U is the unique context entity. O
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Example 3.2.2. Now we provide an ICRRS that uses the RS implementing an n-bit
cyclic binary counter and defined in Example 2.2.1 as R}, = (Sn, By). The desired
ICRRS is then defined as 1ICR-R}, = ((Sn,Bn,E&),{9}) where £ = {inc, dec}.
Thus, with this implementation of an n-bit cyclic binary counter by an ICRRS,
the only allowed initial state (for interactive processes in ICR-R},) is the empty
set — it represents the state of the corresponding counter where all bits are set to 0
and no controller request (inc or dec) is present. O

3.3 Logic for reaction systems

Our aim is to describe properties of reaction systems by using a branching time logic
and, later on, to verify these properties by means of a model checking technique. In
this section we introduce the syntax and semantics of a logic for reaction systems.

3.3.1 Syntax and semantics

Let ICR-R = ((S, A, £), Sp) be an ICRRS, and PV be a nonempty set of proposi-
tional variables. Without loss of generality, we assume that PV = S, i.e., we will
be using the entities of S as propositional variables. The language of computation
tree logic for reaction systems, rsCTL for short, is defined by the following grammar:

p:=p|-9l¢VeloN¢|EsXd|EwGo | Ex[pUg],

where p € PV, ¥ C 2¢ and ¥ # @.

The operators of rsCTL are composed of the path quantifier Ey and temporal
operators (X, G, U). The path quantifier Ey means ‘there exists a path over ¥’: the
argument W restricts the set of the considered paths by describing the set of actions
allowed along the paths. The temporal operators are used to express requirements
imposed on the paths selected by the path quantifiers. The X¢ operator means ‘in
the next state ¢ holds’, G¢ means ‘in each state of the path (globally) ¢ holds’.
The ¢pUv operator uses two properties and means ‘@b holds eventually, and ¢ must
hold at every preceding state’.

With every rsCTL formula we associate its maximal nesting depth, corresponding
to the number of levels at which rsCTL subformulae appear. The following notion
is used in complexity considerations of model checking algorithms in Section 3.4.

Definition 3.3.1. Let ¢ be an rsCTL formula. Then, d(¢) is the depth of ¢ and is
defined recursively as follows:

— if ¢ = p, where p € PV, then d(¢) =1,
— if ¢ € {=¢1,ExX¢1, EgGe1}, then d(¢) = d(¢1) + 1,
— if ¢ € {¢p1V @2, 01 A d2, Ew[p1U2]}, then d(¢) = maz({d(¢1),d(¢2)}) + 1.

For U C 2¢ the number of the context sets in ¥ is denoted by |¥|.
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Definition 3.3.2. Let ¢ be an rsCTL formula. By c(¢) we mean the size of the
largest set W of the subformulae of ¢ defined recursively as follows:

— if ¢ = p, where p € PV, then c(¢) = 0,

— if ¢ = =1, then c(¢) = c(¢1),

— if ¢ € {=¢1,EuXd1,ExG1}, then c(¢) = max({|¥],c(¢1)}),

—if ¢ € {¢1V ¢2,01 A 2, Eu[p1Ugo]}, then c(¢) = maz({|¥], c(¢1),c(¢2)}).

Next, we define the models for rsCTL that are used for interpreting the rsCTL
formulae.

Definition 3.3.3. Let ICR-R = ((S, 4, &), Sp) be an ICRRS. Then, the model for
ICR-R is defined as M(ICR-R) = (W, Wy, —, L) where:

1. W = 29 is the set of the states,
2. Wy ={resa(a) | a € Sp} C W is the set of the initial states,

3. — C W x 28 x W is the transition relation such that for all w,w’ € W,
a €28 (w,a,w') € — iff w =resa(wUa),

4. L:W — 2PV is a waluation function such that L(w) = w for all w € W.

The set of the initial states defined in (2) consists of the results of applying the
reactions to the initial context sequences.

For simplicity, in the sequel of this chapter we fix ICR-R = ((5, A4, &), Sp) and
its model M cp.r = (W, Wy, —, L). Additionally, each element (w,,w’) € —
is denoted by w —— w'.

The next lemma follows immediately from Definition 3.3.3. It states that the
transition relation is serial, i.e., every state of the model has a successor.

Lemma 3.3.4. For each w € W there exists o € 2° and w € W such that
w - w'.

The formulae of rsCTL are interpreted in each state, but they express properties
of the paths initialised in a given state. In the models for cTL [Clarke et al., 1999,
the paths are defined as sequences of states. However, in the models for rsCTL, the
paths contain additional elements, which represent context sets. Thus, they are
defined as sequences of states interleaved with actions, which are the subsets of
the set £.

Definition 3.3.5. Let ¥ C 2 and ¥ # @. A path over U is an infinite sequence
o = (wop, g, w1y, a1, ... ) of states and actions such that w; i w;y1 and a; € U
for each ¢ > 0.

The set of all the paths over ¥ is denoted by Hf;f . For each i > 0, the i'" state
of the path o is denoted by o,(i), and the i*" action of the path o is denoted
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Figure 3.1: The reachable part of the model for ICR-R; from Example 3.1.5

by 04(i). By Hf;f (w) we denote the set of all the paths over ¥ that start in w € W,
that is, IT5Y (w) = {o € 1§ | 04(0) = w}.

Let w,w’ € W and ¥ C 2. We say that w' is a W-successor of w (denoted
by w —y w') iff there exists a € ¥ such that w = w’.

Next, we introduce the notion of a reachable state and, later on, we present an
example of the reachable part of a model.

Definition 3.3.6. Let ICR-R = ((5,A4,E),5)) be an ICRRS and let Mcp.r =
(W, Wy, —, L) be the model for ICR-R. We say that a state w € W is reachable
over U C 2% in M,cpr if there exists w’ € Wy and a path o € Hf;f(w’) such that
os(i) = w for some i > 0.

Example 3.3.7. Consider the ICRRS 1CR-R; from Example 3.1.5. Then, the
reachable part of the model M,cg-%, is shown in Figure 3.1. The states of the
model are depicted as the ellipsis. ]

Now we are ready to define the semantics of rsCTL.

Definition 3.3.8. Let Mcx-g = (W, Wy, —, L) be a model and w € W be a
state of M cg-g. The fact that ¢ holds in the state w of the model Mg is
denoted by Mcr-r,w = ¢, where the relation |= is defined recursively as follows:

Micpr, W = p iff pe L(w) for p € PV,

MIOR—R7 w ): ﬁ¢ iff MICR—R7w b& ¢7

Micr-R, W ): d) vV ¢ it Micrr,w }Z Qb or Mcp-r, W ': ¢,

MICR—R7 w ): PNY iff MICR—RJU ’: ¢ and MICR—R7 w ): 1,

Mg, w = EgXé iff (3o €Iy’ (w) Micrr, 0s(1) = ¢,

Migrr,w =BG iff (3o € ITGY (0))(Vi > 0)(Micrr, 05(1) = 0),

Mirr,w = Ey[oUy] iff (3o € 157 (w0))(3i > 0)(Micnr, 05(i) =
and (VO < j < i) Mierr,0s(j) = ).
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We define now derived operators, which also introduce the universal path
quantifier Ay meaning ‘for all the paths over W’:

true pV p for any p € 5,

def

p= = 2oV,
s (0n-) V(=6 AY),
EvFo “ Eg[trueUg),

AuFo “ ~EyGo,
AuXo & “EyX—0,

AyGo < —Eg[trueU—g].

Moreover, we assume ¥ = 2 when the set U is unspecified for any of the rscTL
d
operators, e.g., EF¢ </ EocFop.

We assume that a formula ¢ holds in the model Mcp-g iff Micrr,w E &
for all w € Wy, that is, the formula ¢ holds in all the initial states. This fact is
denoted by M cr.r E .

The language of our logic resembles the language of action-restricted CTL (ARCTL)
of [Pecheur and Raimondi, 2006a|. However, rsCTL is specialised for reaction sys-
tems and it facilitates a direct and intuitive specification of the context sets. This
approach also allows, as explained in the following section, for easy specification
of context independent sequences by using path quantifiers with ¥ = {@}. To
the best of our knowledge, none of the existing logics could be directly used for
our purpose. This follows from the fact that the classes of models for existing
logics, ARCTL in particular, are different than the models for reaction systems.
For example, there are models of ARCTL that do not correspond to any reaction
system. To restrict the path quantifier we use families of sets of entities instead
of propositional formulae. We could have exploited the language of ARCTL by
reinterpreting it over the models for reaction systems. Then, the propositional
formulae built over the entities could be used in place of families of sets of entities.
For each formula of this kind there is a family of sets of entities, which defines all
the valuations that satisfy that formula. However, given that our tool (presented
in Section 3.7) is intended for non-logicians we decided to use a more intuitive
language where we use families of sets. This approach is also in line with the
definition of a reaction in reaction systems, which is also set-based. On the other
hand, our tool also accepts propositional formulae over the entities in place of
families of sets. In Chapter 4 we formally define a logic extending rsCTL, in which
path quantifiers use propositional formulae built over the entities.
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3.3.2 Examples of properties expressible in rsCTL

The following lemma states that there exists a context-independent sequence, if and
only if, there exists a proper context sequence where all the context sets are empty.

Lemma 3.3.9. Let ICR-R = ((S, 4, &), So) be an ICRRS and Mcr-r be the model
for ICR-R. There exists a path o such that o,(i) C o4(i) for each i > 0, if and only
if, there exists a path o' such that ol(i) = 05(i) and o), (i) = & for each i > 0.

Proof. First, we assume that there exists a path o such that o,(i) C o4(i) for
each ¢ > 0. We construct the path o’ with the same states as in o, i.e., 0,(i) = 05(7)
for each i > 0. Next, we show the states of ¢’ can be reached by following actions
that are empty context sets only, i.e., o, (i) — o’,(i + 1) for each i > 0. From
the definition of the transition relation and the fact that o, (i) C 04(7), it follows
that resa(os(i) U oa(i)) = resa(os(i) U @) = resa(os(i)). From this and the
definition of the transition relation, the states of the path ¢’ may be defined as:
ol (i+1) = resa(o’(i)), therefore o',(i) — o.(i 4 1), .., o’,(i) = @ for each i > 0.
The converse follows immediately. O

This allows to choose only from the paths with all the context sets being empty
in order to verify properties over context-independent sequences. This follows from
the fact that in o and ¢’ we preserve the order of the states, and the rsCTL formulae
are interpreted in the states.

The following examples demonstrate how rsCTL can be used for expressing
properties of ICRRS.

Example 3.3.10. For the ICRRS ICR-Rgrs defined in Example 3.2.1 we can
describe the following properties interpreted in the model M cg R, 1-€., they
must hold in the initial states of the model:

1. It is possible that the protein @) will be finally produced:
EFQ.

2. If @ is present, then the polymerase will not land on the gene y (that is, y
will not be present in any of the immediate successors):

AG (Q = (AX=Y)).

3. Always, if the gene z is present, the polymerase lands on z (that is, ¥ is
present), and the protein U is supplied in the context, then always when we
supply U the protein @ is produced:

Aon G ((@AZ) = AgopFo) .-
4. Tt is possible that the protein ) will never be produced:
EG(—Q).
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5. If we do not supply U in the context, then ) will never be produced:
AyG(—Q), where ¥ ={a CE|U & a} = {o}.

The set ¥ contains only &, since this is the only possible context set when
we disallow U.

6. There exists a context-independent sequence (see Lemma 3.3.9) over which
the state where X and Y are present is reachable:

E{@}F(X AY).

O

Example 3.3.11. For the ICRRS ICR-Ry¢ from Example 3.2.2 we can describe
the following properties interpreted according to their validity in Micr-R..:

1. Always, if the counter is at its minimal value, then it is possible to reach the
maximal value by supplying as context sets only inc or dec entities:

AG ((ﬁbo A= A=by) = E{{inc}{dec}}F(bO VANEEIIVAN bn)) .

2. Always, if the counter reaches its maximal value, then always in the next
step the counter will make a transition to the minimal value when we supply
only inc entity:

AG ((bo VANIERIVAY bn) = A{{mc}}X(ﬁbo VANGEIWAN ﬁbn)) .

3.4 Verification of rsCTL properties

In this section we describe a model checking method for verification of the rsCTL
properties. The method described here leads to a symbolic model checking problem,
which we define in Section 3.6.

To be able to verify rsCTL properties of a given ICRRS ICR-R, we need the
set of the reachable states of the model M;cg.z. Firstly, we describe an algorithm
for computing all the reachable states and, later on, we provide a method for
computing the set of states, where a given rsCTL formula holds.

For the purpose of computing the set of all the reachable states we need the
notion of a fixed point (we use |W| to denote the cardinality of a set W).

Let W be a finite set and 7 : 2 — 2W be a monotone function, i.e.,
X CY implies 7(X) C 7(Y) for all X, Y C W. Let 7¢(X) be defined inductively
by 79(X) = X and 771 X) = 7(74(X)). We say that X’ C W is a fived point of T
if 7(X’) = X'. It can be proved |Tarski, 1955] that if 7 is monotone and W is
a finite set, then there exist m,n < |W/| such that 7 (@) is the least fixed point
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of 7 (denoted by uX.7(X)) and 7" (W) is the greatest fixed point of 7 (denoted
by vX.7(X)).

Let Micrr = (W, Wy, —>, L) be a model. From Definition 3.3.3 it follows
that any w € W may have many different successors (at most 2/€). Thus we define
the function that assigns the set of the W-successors to the states in W C W:

posty (V) =l {w' e W | (Bwe W) w—y w)} where ¥ C 2°.

The set of all the reachable states over 2¢ in the model M,cq. is denoted by
Reach(1CR-R). The set Reach(ICR-R) can be characterised by the following fixed
point equation:

Reach(1CR-R) = pX.(Wo U X U postye (X)).

Algorithm 1: The algorithm for computing the set Reach(ICR-R)
1: X =Wy

X, =0

while X # X, do
X, =X
X = X U postqge (X)

end while

return X

Algorithm 1 implements the fixed-point computation of the reachable states
for a given model M;cp.r = (W, Wy, —, L). Line 7 of the algorithm returns the
set X, which is equal to Reach(ICR-R).

The set of all the reachable states of the model M,cz_g at which ¢ holds
is denoted by [Mcr-r, @] or by [¢] if Micr-r is implicitly understood. For
W C Reach(1CR-R) we define a function that assigns the set of the U-predecessors
to W:

preg (W) = {w € Reach(ICR-R) | (3w’ € W) w —sy w')}.

Let ¢1, @2 be some rsCTL formulae. We define the following sets:
[~¢1] < Reach(1cr-R) \ [¢1],
[o1 A ¢2] = [o1] N [#2],
[61 v ¢2] < [g1] U [2],
[EvXdr] < preg ([o1]).
The remaining operators are defined as the following fixed points:
[EvGen] “ vX.([61] N preg (X)),
[Ealo1Ue2]] < uX.([62] U (1] N pres (X))).
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In the case of [EyGei] the greatest fixed point computation is involved, which
in each iteration removes states that do not have a W-predecessor in which ¢; is
satisfied. In the case of [Ex[¢1Ueps]] the least fixed point computation is involved,
such that in each iteration the W-predecessors, in which ¢ is satisfied, are added to
the set of states in which ¢ is satisfied. See Algorithm 2 and 3 for the pseudo-code

Algorithm 2: Procedure checkEG(Y, ¢)
1: X = Reach(ICR-R), X, := @

Yy := checkpsors (@)

while X # X, do
X, =X
X = (Yy, Npreg (X))

end while

return X

Algorithm 3: Procedure checkEU(¥, ¢1, ¢2)
1. X =0, X, := Reach(ICR-R))
Y¢1 = CheCkTSCTL(¢1)7 Yqbz = CheCkTSCTL(¢2)
while X # X, do
X, =X
X =Yy, U (Y, N pre\al,(X))
end while
return X

of the procedures implementing the described fixed point computations. The overall
procedure check,gor,(4) for computing the set of states in which a given rsCTL
formula ¢ holds is outlined in Algorithm 4.

3.4.1 Complexity analysis

We consider now the complexity of checkyscr(¢). The algorithm processes ¢
recursively, at each recursion level dealing with a single subformula of ¢. The
entire algorithm requires time O(2151- (22151 4-¢(4)) - |A| - |S| - d(¢)). This follows
from the complexity of computations at a single recursion level and the number of
recursion levels required to process the subformulae. To process all the subformulae
the algorithm requires O(d(¢)) recursion levels. Let us consider a single recursion
level where a subformula of the form Ey[¢1U¢p2] is processed (Algorithm 3). In each
iteration of the loop we find the new value of X, which is a set consisting of all the
states in which ¢o holds, and all the W-predecessors of the states in X, in which ¢
also holds (Line 5 of Algorithm 3). Firstly, we consider the complexity of computing
the intersection Yy, N pre?I,(X ). The operation could be implemented as finding all
w € [¢1] by checking if w' = resa(w U «) for each w € [¢1], a € ¥, and v’ € X.
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Algorithm 4: Procedure check,scry,(¢)

1: if ¢ € PV then

2:  return {w e W |¢ € w} N Reach(ICR-R) [/ This is because PV = S

3: else if ¢ = —¢; then

4:  return Reach(ICR-R) \ check scry(¢1)
5: else if ¢ = ¢1 V ¢2 then
6: return checkysor(P1) U checkyscorn(¢2)
7
8
9

: else if ¢ = EgX¢; then
. return pre\al,(checkmCTL(qbl))
. else if ¢ = EgG¢; then
10:  return checkEG(V, ¢;)
11: else if ¢ = Eg[p1U¢p2] then
12:  return checkEU(Y, ¢, ¢2)
13: end if

This involves three nested loops iterating over [¢1], X € 2% and ¥ C 2¢, thus the
operation requires time O((22151 4 |W|) - |A] - |S]). The result for resa(w U a) is
obtained in O(|A]-|S]), while the computation of the sum with the set Yy, has the
complexity of O(|S|), giving us the overall complexity of O((2%15] + |@|) - |A] - |S))
for the sum and the intersection. The loop of the algorithm may iterate at most 2/
times. Therefore, the complexity of the algorithm for computing [Eg[¢1Ue2]]
is Q2151 (22151 4 |w|) - |A| - |S]). In the case of EgGé1, in each iteration of the
loop we find all the W-predecessors of the states in X, in which ¢; also holds
(Line 5 of Algorithm 2). Similarly as in the case of EyGe¢q, this is the same as
finding all w € [¢1] by checking if w’ = resa(w U «) for each w € [¢1], o € P,
and w' € X, which requires time O((2%1°1 4- |¥|) - |A| - |S|). Given the main loop
iterates at most 2/5! times, the procedure requires time O(2/51- (22151 1| ®|)- | A|-|S]).
The remaining operators do not involve fixed point computations and they require at
most time O((22151+|W|)-|A|-|S|). Therefore, the time complexity of the algorithm
for computing [¢] for an rscTL formula ¢ is O (215! (22151 4 ¢(¢)) - |A| - S| - d(¢)).

Next, we prove that the rsCTL model checking problem for ICRRS is PSPACE-
complete.

Lemma 3.4.1. Given an ICRRS ICR-R = ((S, A, ), So) and an rsCTL formula ¢,
the problem of deciding whether Micr-r = ¢ is PSPACE-hard.

Proof. The proof is by reduction of QSAT!, which is a known PSPACE-complete
problem [Stockmeyer and Meyer, 1973], to the rsCTL model checking problem. The
construction used for the reduction is similar to the one of [Laroussinie et al., 2004]
for timed automata and TCTL. Let PV = {x1,x9,...,x,} be a set of propositional

!Quantified SAT (QSAT) is a problem, which consists in checking whether a quantified Boolean
formula is in the language of TQBF (true quantified Boolean formulae).
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variables, 3 be a Boolean formula over PV and in 3-CNF, and

v =0121Q0xo ... Qnxyf

be a quantified Boolean formula, where Q;, = 3 if 7 is odd, Q; = V if 7 is even.
Then, the QSAT problem consists in deciding if the formula v is true. We define an
additional set of the negated propositional variables

PV ={z |z € PV}
and assume that ( is represented as the conjunction of m clauses:
B=ciNca N - Ncy

where ¢; = (l@l \/lig V l@g) with l@j S (PVUW) forall0 <i<m,1<j<3. For
each clause ¢ we define:

vars(c) ={0 <k <n |z € PV isin c},
vars(c) ={0 < k <n |z, € PV is in c}.

Next, we define the ICRRS, which we use for the translation. Let V = {p;,p1,...,
Pn,Pn} be a set of the entities that represent the propositional variables and their
negations, and C' = {¢é1, éa,...,¢n} be the set of the entities that correspond to
the clauses. The entity t is used to indicate that under the considered valuation the
formula ~ is true. The entity h is used as the inhibitor of the reactions where no
inhibitors are needed for the translation to work. This guarantees that the inhibitor
set is non-empty. Then, the background set is defined as S =V UC U {¢,h}. We
define the following sets of reactions:

~ Po={{pih A0} Ap:}). (B} AR}, {pi})} for 0 < i < m,
~ Li= {({pe}. (i} {&)) | &k € vars()} U{({pe). {pi}. {&)) | & € 7a7s(i)) for

0 <1< n,
- F={({e1,¢2,..,¢m}, {h},{t})}.

The set P; contains the reactions responsible for preserving the valuations of the

variables along the execution sequences. The reactions of L; produce entities that

indicate whether a single clause is satisfied, whereas the reaction of F' produces the

entity indicating that all the clauses are satisfied. The set of all the reactions of
n n

the ICRRS is defined as A = |J P;U |J L;UF. As the context entities £ we use the

=1 =1
entities corresponding to the propositional variables, i.e., £ = {p1,p1,. .., Pn,DPn}-

We assume that the set of the initial states contains only the empty set, i.e.,
So = {@}. Then, the ICRRS for the described QSAT problem and the formula ~ is
defined as ICR-Rgsar = ((S, 4, &), Sp). We define the following rscTL formulae for
all 1 <7< n:

}}X¢z’+1 if Q; =V,

}}X¢i+1 if Q; =4,

B ot
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bn+1 = Eggy XL

The formula ¢ consists of n nested next-state operators that restrict the choice
of entities either to p; or p; (no contradictions are allowed) at each level 0 < i < n.
For the level n + 1 in the formula, we check if there exists a successor state in
which the entity ¢ exists, indicating that v is true. The assumed set £ allows us
to generate all the valuations that need to be considered. Then, we restrict these
valuations using the rsCTL formula according to the QSAT quantification.

Finally, it is easy to see that v is true if and only if Mcr-Rou = @1 O

Lemma 3.4.2. Given an ICRRS ICR-R = ((S, A, &), Sy) and an rsCTL formula ¢,
the problem of deciding whether Micp.r |E ¢ is in PSPACE.

Proof. To prove that the problem is in PSPACE we show that there exists a non-
deterministic algorithm for deciding whether M,cr_r = ¢ that requires at most
polynomial space in the size of the input, i.e., the formula ¢ and the ICRRS 1CR-R.
The proof is similar to the one of [Alur et al., 1993a] for TCTL interpreted over
timed graphs.

The algorithm uses the recursive procedure label(w, ¢), which returns true iff
Micp-r,w = ¢, where w C S; otherwise, it returns false. The encoding of each
state requires space O(]S]) and each successor can be generated in space O(|S5]),
whereas the overall algorithm requires space O(|S| - d(¢)).

The proof follows by the induction on the length of the formula ¢. The cases
where ¢ does not contain temporal operators or ¢ = EgX¢q are straightforward.

The nondeterministic procedure for checking ¢ = Eg[¢p1Upe] in w C S is
outlined in Algorithm 5. It nondeterministically chooses states and actions of a
path over W, checks at each step if the state chosen is a successor of the previous
state via the action chosen, and if ¢; holds in that state. If not, then an action
and a state are selected again. At each step of the procedure, only two states are
stored: the current state and its successor. If in the current state ¢9 holds, then
the algorithm returns true.

The procedure for checking ¢ = E¢gG¢;1 in w C S is outlined in Algorithm 6.
Similarly to the previous case, the algorithm guesses a path over ¥, and nondeter-
ministically chooses a state of that path, for the purpose of detecting a loop. At
each step only three states are stored: the current state, its successor, and a state
for detecting a loop. The procedure ensures that ¢, holds in the current state and
generates its successor. If the state used for detecting a loop has appeared again in
the sequence, then the search stops, and the algorithm returns true.

The procedure returns false if no sequence for which the procedure returns true
could be found. To ensure that the procedure terminates, for each sequence guessed
the procedure nondeterministically chooses a state w, of that sequence. The
guessing of the sequence stops when the newly guessed state is w,.. For simplicity
of the presentation, this part of the procedure is not included in Algorithm 5 and
Algorithm 6.
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Algorithm 5: Nondeterministic procedure for checking Eg [ Ugpo]

o~

W :=w
2: checking:

3: if label(w, ¢2) then
4:  return true

5: end if

6: if —label(w, ¢1) then
7

8

9

—_

. return false
: end if
: guessing:
10: guess w' C S
11: guess a € ¥
12: if @' # resa(wU «) V —label (W', ¢1) then
13:  goto guessing
14: else
15 W=
16:  goto checking
17: end if

To check if Mcr-r = ¢, the procedure label is executed for all the initial states to
check if ¢ holds for all w € Sy. For each execution, the procedure is called recursively
for each subformula of ¢. At a given recursion level the procedure requires only a
constant number of variables to be stored. The total space requirement depends
on O(d(¢)) calls of the label procedure, where a single call needs space O(|S|). The
space requirement for the procedure is not affected by the size of ¥ as it is only
used in nondeterministic choices. For each call of the label procedure, i.e., for each
nesting level of ¢, the label procedure is called recursively at most twice, as each
operator of rsCTL has at most two arguments. Thus, the overall space requirement
of the procedure is O(|S| - d(¢)). However, if we assume that we include the size
of the formula in our space complexity considerations, then the procedure needs
space O((|S] + c(®)) - d(¢)). Therefore, by Savitch’s theorem, the deterministic
algorithm can be implemented in polynomial space.

O

The following theorem follows directly from Lemma 3.4.1 and Lemma 3.4.2:

Theorem 3.4.3. The model checking problem for rsCTL is PSPACE-complete.
This rsCTL verification method can be performed symbolically using binary deci-

sion diagrams (BDDs) [Bryant, 1986]. The operations on sets of states, such as union,

intersection, and difference, can be carried out efficiently on BDDs representing
Boolean functions.
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Algorithm 6: Nondeterministic procedure for checking EgyGepq

1 W:=w
. L := false
if —label(w, 1) then
return false
end if
quessing:
guess W C S
guess o € U
if W' #resa(wUa)V -label(w', ¢1) then

10:  goto guessing
11: end if

12: if =L then

13:  guess vy € {true, false}
14:  if v then

15: Wy 1= w’

16: L := true

17:  end if

18: else

19: if 0’ = {ﬁl then
20: return true
21:  end if

22: end if

23: W= w

24: goto guessing

3.5 Bounded model checking using BDDs

Bounded model checking (BMC) is a method, which allows to check existential
properties on a fragment of the verified model. Typically, BMC is implemented by
reduction to the satisfiability problem (SAT) (we demonstrate such a translation
in Chapter 5). However, it is also possible to implement bounded model checking
using BDDs [Copty et al., 2001, Cabodi et al., 2002|, which does not involve reducing
the problem to SAT.

We define rsECTL, which is the existential fragment of rsCTL, where negation
can be applied to propositional variables only. This fragment of rsCTL is defined
by the following grammar:

p:=p|-ploVe|dANd|EuXe|ExGo |Eg[pUd],

where p € PV, ¥ C 2¢ and ¥ # @.
The rsECTL formulae are interpreted in structures, which are obtained from rsCTL
models by restricting the set of states. We call these structures submodels and
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define them as follows.

Definition 3.5.1. Let ICR-R = ((5, 4,€),Sy) be an ICRRS and let Mcp-r =
(W, Wy, —, L) be the model for ICR-R. Let U C W be a subset of the states
of M,cr-gr containing all the initial states, i.e., Wy C U. The submodel suby (M cr-R)
generated from Mcp.g by U is defined as follows:

suby(Micr-r) = (U,Wo, —v, Ly),
where:

— —y=—nN(U x2°xU),
~ Ly : U — 2PV is defined by Ly (w) = L(w) for all w € U.

Introducing the above restriction on the transition relation may result in
sequences, which are not paths in the sense of Definition 3.3.5. This follows from
the fact that some states in the submodel may not have successors, which are
also in U. This was not the case for the models of rsCTL (Definition 3.3.3) and
Lemma 3.3.4 does not hold for submodels. The semantics of rsCTL considers only
paths, which are infinite sequences. To be able to interpret rsECTL formulae in
submodels, we extend the semantics to take into consideration also maximal finite
paths. Firstly, we define a path to be an infinite or a maximal finite sequence.

Definition 3.5.2. Let ICR-R be an ICRRS and Mcp. g = (W, Wq, —, L) be the
model for ICR-R. Let U C W such that suby(Mcr-r) is the submodel of M, cr-r
generated by U, and let ¥ C 2¢ such that ¥ # @.

— An finite path over ¥ in suby(Mcr-r) is a finite sequence o = (wp, o, w1,
1y ... Qp_1,wy,) of length n € IN, such that w; %U wit1, o € ¥ for
each 0 < ¢ < n and the sequence is maximal, i.e., there does not exist

Qn
wWn+1 € U and a, € ¥ such that w, —=y wp41.

— An infinite path over ¥ in suby(Mcr-r) is an infinite sequence o = (wy, ag,
wi,aq,...) of states and actions such that w; in] w1 and o; € W for
each 7 > 0.

If a sequence o is a finite or an infinite path over ¥, we simply call it a path over V.
We define the length of o as

len(o) n—+ 1 if o is finite,
en(o) =
w if o is infinite.

Definition 3.5.3. Let o be a path over ¥ C 2¢ and let a € IN, b € Z. We define
non™(b) such that non™(b) = 1 if b < 0 and non™*(b) = 0 if b > 0. The set of the
indices of o restricted with a and b is defined as follows:
L {alb] {ie N |a<i<min({len(c),non™(b)-len(c) +b})} if o is finite,
ol =

{ieIN|i>a} if o is infinite.
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Example 3.5.4. Let us consider a finite path such that len(c) = 6. We can take
the path indices obtained by skipping the first two path indices and truncate the
path length to 4, by taking the set I,[2|4] = {2,3}. Using negative values for b
allows us to skip trailing indices. We can skip the first and the last two path indices,
e.g., I,[1|—2] = {1,2,3}. To skip only the first index, we can simply use 0 in place
of the argument b, i.e., I;[1|0] = {1,2,3,4,5}. This is the same as I,[1|len(c)].

For I,[0|len(o)] and I,[0]0] we simply write I,. The set of all the paths
over VU is denoted by ITy. For each i € I, the i*" state of the path o is denoted
by os(i), and for each i € I,[0]—1] the i*® action of the path o is denoted by o,(i).
By Iy (w) we denote the set of all the paths over ¥ that start in w € W, that is,
IIy(w) ={o € Ily | 05(0) = w}. The set of all the infinite paths over ¥ that start
in w € W is defined as Hg,lf(w) = {o € llgy(w) | len(o) = w}.

Definition 3.5.5. Let ICR-R be an ICRRS and M,cx.r = (W, Wy, —, L) be the
model for ICR-R. Let U C W such that Wy C U, and M = suby(Mcr-r), i.€., M
is the submodel generated from M cx_g by U. The fact that an rsECTL formula ¢
holds in a state w € U of M is denoted by M, w |= ¢, where the relation = is
defined recursively as follows:

Mw = p iff pe L(w) for p € PV,

M,w = —p iff p¢& L(w) for p € PV,

MawE VY it M,wE ¢ or M,w k=1,

MowkE oA iff M,wE ¢ and M,w =1,

M, w = EgX¢ iff (Jo elly(w)) 1€ I, and M,o04(1) = ¢,

Myw EEgGo  iff (3o € My (w))(Vi € L,)(M,04(i) E ¢),

M,w [ Eg[pUy] iff (3o € My (w))(Fi € I,) (M, 04(i) E ¢
and (YO < j < i) M,05(j) = ¢).

It is easy to check that the above semantics for infinite paths is identical to the
one of Definition 3.3.8. When considering finite paths, the main difference is the
requirement that EyG¢ can be satisfied only on an infinite path. In Definition 3.3.8,
when referring to the i*" state of the path o the value of i is only required to be
non-negative. Here, we limit the scope of ¢ by writing ¢ € I,, which handles finite
and infinite paths.

We describe Algorithm 7 that is used to perform bounded model checking on
submodels of M,cz-z. The computation stops when the verified formula holds, or
all the submodels generated from Mgz were obtained.

The algorithm operates on submodels of the model M;.z_% to verify an rsECTL
formula ¢. The complete set of reachable states is obtained by computing the
least fixed point according to Algorithm 1. The set of reachable states Reach of
the model initially contains only the initial states Wy (line 1). In each iteration
(except the last one, when ¢ holds) the set Reach is extended with the successors
of the states in Reach (line 8). Until the algorithm reaches the fixed point, in
each iteration it checks if ¢ holds in the submodel subgegen(Micr-r) (Line 4). If
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Algorithm 7: The bounded model checking algorithm used with BDDs
1: Reach := W
Reach,, := @
while Reach # Reach, do
if Wy C [[SUbReaCh(MICR-R)) ¢]] then
return true
end if
Reachy, := Reach
Reach := Reach U postye (Reach)
end while
return false

H
@

the formula holds, the algorithm terminates returning true. For the purpose of
checking if the fixed point has been reached i.e., if the set Reach has changed from
the previous iteration (line 3), we keep its last value in Reach,. When we reach the
fixed point, the loop terminates (line 9) and the algorithm returns false.

The presented BMC algorithm is complete in the sense that it always terminates
with a result indicating whether the verified formula holds in the model.

The following lemma states that we can verify rsECTL formulae on submodels
of the original model.

Lemma 3.5.6. Let ICR-R be an ICRRS and M = (W, Wy, —, L) be the model
for ICR-R. Let ¢ be an rsECTL formula and let w € W be a state of M. Then,
M, w = ¢ iff there exists U CW such that w € U and suby (M), w = ¢.

Proof. —: In this direction, follows simply for U = W.

<: The converse follows by induction on the length of the formula ¢. The base
case is straightforward as the lemma follows directly for the propositional variables
and their negations. We assume the statement holds for the subformulae of ¢.
Let U CW, w e U and suby(M),w = ¢.

1. Let ¢ = ¢1 V ¢2. By the semantics of rsECTL we have suby(M),w E ¢
or suby(M),w = ¢3. By the induction hypothesis and the definition of
submodel (Definition 3.5.1), the state w exists also in the model M, and
M, w | ¢1 or M w = ¢o, thus M | ¢1 V ¢do.

2. Let ¢ = ¢1 A ¢2. By the semantics of rsECTL we have suby(M),w = ¢1
and suby (M), w = ¢o. By the induction hypothesis and the definition of
submodel, the state w exists also in the model M, and M,w = ¢; and
M,w ’: (252, thus M ’: (251 A qf)g.

3. Let ¢ = EyX¢1. By the semantics of rsECTL there exists a path o € Iy (w)
in suby (M) such that 1 € I, and suby(M),o5(1) = ¢1. By the induction
hypothesis and the definition of submodel, there exists a path ¢’ in M such
that o is the prefix of ¢/, i.e., 04(i) = 0% (i) for each i € I, and 04(i) = o/, (%)
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for each i € I,[0|—1]. Therefore, 1 € I,;, M,c.(1) = ¢1, and 0%(0) = w. It
follows that M, w = EgXe;.

4. Let ¢ = EgGoy1. By the semantics of rsECTL, there exists an infinite path
o€ Hfﬁf(w) in suby (M) such that suby(M),o4(i) = ¢ for each i € I,.
By the induction hypothesis and the definition of submodel, the path o
also exists in M, and M, 0,(i) = ¢1 for each i € I, and 04(0) = w, thus
M, w ': quG¢1.

5. Let ¢ = Ey[p1Up2]. By the semantics of rsECTL there exists a path o € Iy (w)
in suby(M) and there exists ¢ € I, such that suby(M),o5(i) = ¢2 and
suby (M), 05(j) E ¢1 for each 0 < j < i. By the induction hypothesis and
the definition of submodel, there exists a path ¢’ in M such that o is the
prefix of o’. Therefore, M, o.(i) E ¢2 and M, c’(j) E ¢1 for each 0 < j < i,
and o7,(0) = w, thus M, w |= Eg[¢1Ugs].

3.6 Encoding ICRRS into Boolean formulae

In this section we provide an encoding of the initialised context restricted reaction
systems into Boolean formulae, which we use for symbolic model checking. Firstly,
we define the symbolic model checking problem for rsCTL.

Let 1ICR~-R be an ICRRS and ¢ be an rsCTL formula. The symbolic model
checking problem for rsCTL consists in deciding whether M,crr = ¢; however, the
model is not represented explicitly. Instead, we use Boolean formulae to encode the
states and the transition relation of M;cr.g. To verify the formula ¢, we traverse
the model according to the algorithms defined in Section 3.4.

The general idea of the encoding into Boolean formulae is similar to the one
introduced for reaction systems in [Ehrenfeucht and Rozenberg, 2007b]|, but it
differs in how the encoding of the transitions between states is defined.

Let 1CR-R = ((S, A,£),Sy) be an ICRRS and Mcx.g = (W, Wy, —, L) be
its model. We denote the elements of S by ey, ..., e,, where n = |S|. We introduce
sets of the propositional variables used in the encoding. The states of the model are
encoded using the set P = {p1,...,pn}. The actions representing context entities
are encoded with the variables P€ = {p{,...,pf}. To encode the successors in the
transition relation, we use the set P’ = {p/,--- ,p},} of the primed variables. The set
of reactions producing e € S is defined as Prod(e) = {a € A| e € P,}. For brevity,
we use the following vectors of variables: p = (p1,...,pn), P° = (p%,...,p5),
p = (p},...,p,). Moreover, we define the following functions: m : S — P,
w ;S — P/ m®: S — P such that m(e;) = p;, w'(e;) = p}, m®(e;) = p§, for all
1 <7 < n. The functions map the background set entities to the corresponding
variables of the encoding.
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Single state. A state w € W is encoded as the conjunction of all the variables
corresponding to the entities that are present in w, and the conjunction of all the
negations of the variables that are not present in w:

Stw(ﬁ):</\m(e))/\( A ﬁm(e)).

ecw ec(S\w)

Sets of states. A set W C W is encoded as the disjunction of all the encoded
states that are in W:

SetSty (p) = \/ Stuw (D).
weW

Context sets. A set o« C S of context entities is encoded as follows:

Cta(ﬁff):</\m5(e))A( A ﬁmg(e)).

ee(S\a)

Sets of context sets. A set U C 2¢ of sets of context entities is encoded as the
disjunction of all the encoded sets of W:

SetCty(p°) = \/ Cta(P®).
acvw

Entity production condition. A single entity e € S can be produced if there
exists a reaction a € Prod(e) that is enabled, that is, all of the variables corre-
sponding to reactants of a (including the variables representing the context) are
true and all of the variables corresponding to inhibitors of a (also including the
variables representing the context) are false. The formula encoding this is defined
as follows:

— if Prod(e) # @, then

en(35) = V(A @O Va@)A A () va(e)):

a€Prod(e) €' €Rq e'el,

— if Prod(e) = @, then
En, (ﬁ, ﬁg) = false.

Entity production. The function Pr, (ﬁ, pe.p ) encodes the production of a
single entity e € S. When the production of e is enabled, then the variable
corresponding to e is required to be true; otherwise, the variable is required to be
false.

Pr.(p,p%,P) = (Ene(ﬁ,ﬁg) Am’(e)) v <—|Ene(§,ﬁg) A ﬁm’(e)).
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Permitted context sets. The following formula encodes the permitted context
sets by blocking the not allowed context entities.

PCt(ﬁg): /\ - (e).

ec(S\€)

Transition relation. To encode the transition relation, we define the function
that is the conjunction of the entity production encodings for all the background
set entities and restricts the allowed context sets.

The described encoding method can be used for the symbolic model checking
problem for rsCTL. In the following theorem we state the complexity of this
problem.

Theorem 3.6.1. The symbolic model checking problem for rsCTL is PSPACE-
complete.

Proof. The theorem follows from the fact that the symbolic model checking for
CTL is PSPACE-complete [McMillan, 1993] and that the transition relation of an
ICRRS can be represented (encoded in polynomial time) with a Boolean function,
as demonstrated above. Moreover, the complexity of the verification algorithm
for rsCTL does not change with respect to ¢TL. This follows from the fact that
rsCTL only restricts the choice of the transitions to be considered. Therefore, in
the symbolic model checking algorithm we replace the function computing the
predecessors of a given state with the function pre\al, (X)), which restricts the choice
of the predecessors to only those accessible via U (see Section 3.4). In the symbolic
model checking algorithm this requires one more conjunction to be computed at
each iteration, therefore the modification introduces only a difference of a constant
in the overall complexity. O

3.7 Experimental results

We implemented a model checker for ICRRS, based on the encoding presented in
Section 3.6, and binary decision diagrams (BDDs) for storing and manipulating the
encoded Boolean functions. The tool allows for verification of rsCTL properties, as
described in Section 3.3. It was implemented using the C++ programming language,
and it uses CUDD library [Somenzi, 1994]| for operations on BDDs.

In the experimental evaluation we use our implementation with the parameters
summarised in Table 3.1.

Partitioning of transition relation The encoded transition relation of the ver-
ified system can be stored and applied in two different ways: by using a
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parameter description

X partitioned transition relation
z reordering of BDD variables

Table 3.1: Parameters of the model checking tool

monolithic or partitioned encoding [Burch et al., 1991]. When computing
successors (or predecessors) of a set of states, we compute the conjunction
of the formula encoding the set of states and of the formula encoding the
transition relation. In the case of the monolithic encoding, there is only
one BDD encoding the transition relation, while in the partitioned encoding
for each agent we store a separate decision diagram encoding its transition
relation, and the conjunction is calculated on the fly.

BDD reordering The size of a BDD depends on the selected order of the Boolean
variables, thus in most cases it will have a significantly impact on the perfor-
mance. We apply two different approaches to ordering the variables: a fixed
interleaving order and an automatic reordering of the variables. For the fixed
order we apply the interleaving order, where primed and the corresponding
unprimed BDD variables are interleaved. While in the case of the automatic
reordering we attempt to adapt the order of the variables with each iteration
of the algorithm extending the BDD for the reachable states and the transition
relation. To this aim we use the Rudell’s sifting algorithm [Rudell, 1993]
implemented in the CUDD library.

Bounded model checking The implementation uses the BDD-based bounded
model checking heuristic for testing rsECTL formulae, as described in Sec-
tion 3.5. This allows for early termination of the verification when a witness
for the verified formula is found. The approach consists in verifying the
formula at each iteration of the algorithm computing the set of the reachable
states. This feature is enabled automatically when verifying rsECTL formulae.

We test our implementation using four different benchmarks which we describe
next, together with the experimental results.
3.7.1 Heat shock response model

Firstly, we test our implementation using the heat shock response (HSR) model
described in Example 2.2.3 and introduced in [Azimi et al., 2014b]. We define the
ICRRS modelling HSR as follows:

ICR-Rysr = ((S, A, {stress, nostress}), Sp),

where S and A are as defined in Example 2.2.3, and

So = {{hsf, prot, hse, nostress}, { hse, prot, hsp:hsf , stress},
{hsp, prot, hsfs:hse, mfp, hsp:mfp, nostress}}.
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The definition of Sy corresponds to the initial context sets used in the processes
analysed in [Azimi et al., 2014b|. In the same paper, six properties essential to the
functioning of the HSR model were formulated. It is assumed that either stress or
nostress is supplied by the context sets, but never both. The following properties
are specified:

P1. mass-conservation: if hse or hsfs:hse is present, then always hse or hsfs:hse
will be present in the next state;

P2. a single form of hse: if hse and hsfs:hse are not present simultaneously, then
they will never be present in the next state;

P3. mass-conservation of prot: if prot is present, then it will be present in the
next state as well;

P4. masfolded proteins must be addressed: presence of mfp must always result in
mfp of hsp:mfp in the next state;

P5. a single form of hsf: if at most one form of hsf is present (hsf, hsfs, hsfs:hse,
hsp:hsf), then it will also be present in at most one form in the next state;

P6. stability of hsp: in the absence of stress, if hsp:hsf is present, then it is

preserved in the next state as well.

The above properties can be formalised using rsCTL. Following the assumption
about context sets, we use the set C' = {{stress}, {nostress}} which appears in
some formulae as the set of the allowed context sets specifying that the system is
either under stress or it is operating in normal conditions, i.e., conditions which do
not trigger the heat shock response. The following formulae express the properties
specified in P1-P6:

— P1: ¢y = AcG(hse V hsfs:hse = AcX(hse V hsfs:hse)),

— P2: 9 = AcG(—(hse A hsfs:hse) = AcX—(hse A hsfs:hse)),
— P3: Y3 = AcG(prot = AcXprot),

— P4: g = AcG(mfp = AcX(mfp V hsp:mfp)),

(

P5: 5 = AcG(((hsf @ hsfs ® hsfs:hse @ hsp:hsf)V —(hsf V hsfs V hsfs:hse V
hsp:hsf)) = AcX((hsf @ hsfs ® hsfs:hse @ hsp:hsf)V —(hsf V hsfs \V hsfs:hse V
hsp:hsf))),

- P6: Yg = A{{nostress}}G(hsp:th = A{{nostress}}thp:th)'

The specified properties were verified using our tool and proved to hold in the
defined model. The verification of the heat shock response model appeared to be
computationally easy for the tool — each property was successfully verified in under
one second with less than 25MB of memory.

In the remainder of this section we introduce scalable benchmarks which allow
us to test the efficiency of our implementation in more demanding settings.
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3.7.2 Binary counter

We test our implementation by verifying properties of the bit counter system (BC)
from Example 3.2.2 using the following formulae:

Y1 =AG((=po A ... A =Pn—1) = Effine} {decy}F(P0 A - APn-1)),
2 = AG((=po A o A Pn1) = AgincyX(Po A oo A Pa—1)),

VY3 = Efine}F(Po A o APn7 A =Pp—g A ... A=pp—1) for n > 8,
g = AG(pp—1 = EF—pp_1).

The first two formulae that we use in our benchmarks were specified in Ex-
ample 3.3.11. The formula 13 expresses that it is possible to finally reach the
value 2”8 by only increasing the counter, whereas 14, means that it is always
possible to finally change the value of the last bit from enabled to disabled.

In the case of ¥y (Fig. 3.2-3.3), ¢2 (Fig. 3.4-3.5), and 4 (Fig. 3.8-3.9) it
was necessary to compute all the reachable states of the verified model and in
these cases the verification results were similar in terms of time and memory
consumption. The use of the partitioned transition relation induced an obvious
time consumption penalty in the analysed cases, with no significant memory
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consumption improvements. In the case of ¢35 (Figure 3.6-3.7), the bounded model
checking heuristic was applied, because the formula is in the existential form. This
allowed for earlier termination of the state-space search resulting in a significant
speed up — when the monolithic transition relation encoding was used, all the
verification results for up to 25 bits were obtained in under one minute. The use
of the automatic reordering of the BDD variables did not significantly affect the
performance in any of the analysed cases of the bit counter system.

3.7.3 Mutual exclusion protocol

Here we use ICRRS to define a mutual exclusion protocol (MUTEX). The system
consists of n processes competing for exclusive access to the critical section. The
background set of the ICRRS modelling the mutual exclusion protocol is defined as:

Sp = {outy,...,outy,reqs, ..., r€qy, ing, ..., iny, lock, done, acty, ..., acty, s}.

Initially all the processes are not in their critical sections and are not requesting
the access, which is indicated by the presence of out; for each ¢ € {1,...,n}. The
context may be any subset of {acty,...,act,}. We assume that if the context
contains act; for some i € {1,...,n}, then it is the it? process’ turn to perform
an action. The ™" process requests an access to its critical section by producing
req;. It is possible for the process to enter the critical section when it is allowed
to perform an action and the critical section is not locked (the lock entity is not
present). In the case of entering a critical section, to avoid the situation where
two processes enter their critical sections synchronously, the assumption on act;
is stricter: only one act; for some i € {1,...,n} is allowed to be present for the
process to enter the critical section. When a process enters its critical section,
the critical section is locked by production of the lock entity. The lock entity is
preserved until the entity done appears, which is produced when a process leaves
its critical section. Any reaction in the system may be inhibited by the s entity.

Let P; be the set of reactions of the i*" process, for i € {1,...,n}. Then, P;
consists of the following reactions:

({out;, act; },{s}, {req;}),

- ({out;},{act;}, {out;}),

— ({reqi, act;, act;},{s},{req;}) for each j € {1,...,n} such that i # j,
({reqi}, {act:}, {reg:})

— ({regs, act; }, {act; | 5 € {1,...,n} and j # i} U {lock}, {in;, lock}),

— ({ing, act;},{s}, {out;, done}),

- ({ini}; {acti}, {ini}).

The set of reactions is defined as A, = G P, U{({lock},{done},{lock})}. The

=1
ICRRS for the system of n processes is defined as follows:

ICR-Ryyrex = ((Sn, An, {acty, ..., acty}), {{outs, ..., outy,}}).
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In our experiments, we test the following formulae:

1 = Aggaet; 1y Fing,
Y2 = Egqac, yFing,

Y3 = AG /\ —|(’L'n7; A inj)
1#]

The formula t; means that for all the executions with the act; supplied by
the context sets, meaning that the first process is requesting access to its critical
section, it is possible that the first process enters its critical section. The formula
expresses the existential counterpart of the same property. The formula 3 expresses
the mutual exclusion property, i.e., in all the possible executions (with no context
restrictions), globally it is the case that two processes are never in their critical
sections at the same time.

The obtained results are presented in Fig. 3.10-3.15. Our implementation
appears to be the most efficient, when the monolithic encoding of the transition
relation is combined with the reordering of the variables. Such an approach allowed
for a significant memory consumption reduction and improved the verification time.
In the case of v, partitioning of the transition relation proved to be superior to
the monolithic encoding, when reordering of the variables was disabled.

3.7.4 Abstract pipeline system

We consider an abstract system (APS) which resembles the pipeline protocol of [Peled,
1993|. The aim of the system is to produce the entity r from the entity x. This is
performed by n modules which produce intermediate entities needed to produce
z. The system consisting of n modules is modelled by the ICRRS ICR-R); =
((Sn, An, En), So), where the background set S, is defined as:

Sn:{xvsaala'--aanerbla'--7bnacl7"'acn>dla"'7dn7y17"'7yn7r}'

o8



A 8-
1,500 | ; 1 x
) ’ —o—Z
2 —— XZ
= 1,000 |- .
&
2 500 |
[}
g
0 [ ® -
| | | | | | | | | | |

number of processes

Figure 3.11: Verification results for MUTEX and t;: memory consumption

I I
31 i o —
10 -a- X
%z\ —— Z
= ——XZ
S 10t .
9}
2}
]
g 1071 .
g
A
1078 .
L L L L L L L L L

0 2 4 6 8§ 10 12 14 16 18 20 22 24
number of processes

Figure 3.12: Verification results for MUTEX and 3: execution time

" —
[
S 1000 |52
21,000 z
=
o
g 500 |- i
=
<)
=
U | | | | | “ | | | | | i

0 2 4 6 8 10 12 14 16 18 20 22 24

number of processes

Figure 3.13: Verification results for MUTEX and t2: memory consumption

99



T - —
103 1 lea- x
= —e— Z
"g ——XZ
g 10t .
[}
n
g
2 1071 [ m
=}
A
1073 .
| | | | | | | | | | |

0 2 4 6 8§ 10 12 14 16 18 20 22 24
number of processes

Figure 3.14: Verification results for MUTEX and 3: execution time

T
—
1,500 |- # 1 e x
n ] —&— Z
— —— XZ
= 1,000 | :
=
2 500 |
[}
g
0, ® -
| | | | | | | | | | |

number of processes

Figure 3.15: Verification results for MUTEX and t3: memory consumption

60



1 8-

10° ¢ E| —a- X

%z\ —e— Z
= 0 L N

§ 10 ——XZ

5]
Z 107tk ]
£102; 4
1073 ¢ :
| | | | | | | | |

number of modules

Figure 3.16: Verification results for APS variant 1: execution time

To define A,, we first give the following sets of reactions:

{({z} {s} {a D)}

{({ai}, (s} Awih), Qwit {s} {wid),
({ai}, {s} {bi}), ({0}, {s} . {ei}), (i}, {s}, {ds}),
({ds,yi}. {s},{ais1})} fori e {1,...,n},

Ry :{({an+lv Yis s Ynt 18} {7“})}

T
M;

The reaction of T initialises the process of producing z, the reactions of M; for
0 < i < n define the reactions of the modules, and the reaction of R,, gathers the
products of the modules and produces r which is the final product.
n
The set of reactions of ICR-R, is defined as A, = TU |J M; UR,,. The initial
i=1
context set contains only x, i.e., So = {{z}}. We consider two variants of the
system, where:

1. &, ={s}, or
2. & ={s}U{a; |0 <i<nandiis even}.

For the tests, we verified the formula E;1Fr expressing that it is possible to reach r
regardless of the context.

Fig. 3.16-3.17 and Fig. 3.18-3.19 present the results, respectively, for the first
and the second variant of the system. In the second variant, partitioning of the
transition relation resulted in a lower memory consumption when more than nine
modules were verified. Verification of the second variant of the system proved to
be much more demanding for our tool. When considering the differences between
the two variants of the system, we observe that in the second variant there are
more reactions enabled at every stage of the state-space exploration of the system
due to the fact that some entities are provided earlier by the context sets. This
results in the inferior performance.
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3.7.5 Summary

In most cases, the monolithic encoding of the transition relation proved to be the
most efficient when combined with the automatic reordering of the BDD variables.
Partitioning of the transition relation in some cases may further improve the
memory efficiency. However, in most cases the use of partitioned transition relation
comes with a time penalty. When dealing with existential formulae, the bounded
model checking heuristic can be used to improve the performance by terminating
the state-space search as soon as a witness for the verified property is found without
computing the entire state-space first.

3.8 Concluding remarks

We introduced a branching-time temporal logic for reaction systems (rsCTL) allowing
to express properties that depend on the context sequences specified by the context
sets in the temporal operators. We also described a symbolic verification method
for rsCTL and provided complexity results for the problems of model checking and
symbolic model checking for rsCTL. The model checking problem for rsCTL was
proved to be PSPACE-complete. The proposed symbolic model checking approach
was implemented. This allowed for an experimental evaluation, which proved,
despite the complexity of the verification problem, that our approach is promising
for possible applications of the proposed verification method.
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CHAPTER 4

Model checking for rsCTLK

In this chapter, we propose an extension of reaction systems that allows for the
modelling of distributed and multi-agent systems. We introduce rsCTLK, a logic for
specifying temporal-epistemic properties and define its model checking problem.

4.1 Context automata

The method for generating context sequences in context-restricted reaction systems
described in Chapter 3 assumes that, for the context sets of the proper context
sequences, we always allow the subsets of a fixed subset of the background set.
This means that one may be forced to model behaviours that will be irrelevant in
reality. For instance, we may want to restrict the context sequences in such a way
that some entities never appear at the same time. For example, in the HSR system
used in Section 3.7.1, it would be desired for stress and nostress to never occur
simultaneously, since they contradict each other. As demonstrated in Chapter 3,
these unrealistic processes can be ignored by selecting only the relevant context
sets when specifying the properties of the system in rsCTL. However, to solve this
problem at the level of the representation of the system, we use finite automata to
generate context sequences.

Definition 4.1.1. A context automaton (CA) over ¥, is a triple A = (Q, ¢, R),
where:

— X is a finite set of labels,

— @ is a finite set of locations,

— g™t ¢ Q is the initial location,

—and R C Q x ¥ x Q is a transition relation labelled with elements of X.

We assume that R is serial, i.e., for all ¢ € Q there exists ¢ € ¥ and ¢’ € Q such
that (q,¢,q") € R.
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Definition 4.1.2. A context restricted reaction system (CRRS) is a pair
CR-R = (R, )

such that R = (S, A) is a reaction system and & = (Q,q" R) is a context
automaton over 2°.

The dynamic behaviour of CR-R is then captured by the sequences of states of
its interactive processes.

Definition 4.1.3. An n-step interactive process in CR-R is m = ((, 7y, 0), where:

- C=(20,21,--+,2n), 7= (Co,C1,...,Cy), and § = (Dy, D1,...,Dy)
— 20,21, ., %0 € Q with 2y = g™

~ Cy,CY,...,Cn. Do, Dy,...,D, C S with Dy = @

— (2,C4,2zi41) € R, for every i € {0,...,n — 1}

— D; =resa(Di—1 UC;_1), for every i € {1,...,n}.

The state sequence of wis 7 = (Wy,...,W,) = (CoU Dy, ...,CpUD,).

Intuitively, the state sequence of m captures the behaviour of CR-R by recording
the states obtained by the evolution of the reaction system R in the environment
modelled by the context automaton 2.

In the following chapters we use context automata to generate context se-
quences (Section 2.1). In the next section, we show how this notion can be further
extended to introduce extended context automata, where for the transitions in the
context automaton additional conditions on the current state of the reaction system
are specified.

4.2 Multi-agent reaction systems

A multi-agent reaction system models a system that consists of many agents. Each
agent has its own set of reactions defined over a common background set.

Definition 4.2.1. Let A be an nonempty finite set, the elements of which are
called agents. A multi-agent reaction system (MARS) is a tuple D = (S,{4;}ica),
where S is a finite nonempty set, and A; C rac(S) for each i € A.

As with reaction systems, given a MARS D, we refer to S as D’s background set.
Throughout this chapter, A = {1,...,m} is a fixed set of agents, unless it is
specified otherwise. Each agent maintains its own local state, and the tuples of

Stp=2%x ... x 2%
| ———

m times

are called the states of D.
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At each transition from a global state to its successor, the environment provides
a MARS with a contert. Each context contains a set of entities for each agent, and
specifies the activated agents. The contexts are defined as pairs Ctp = Stp x 24,
and we use C¢ and C?® to respectively denote the first and the second component
of a context C € Ctp. Thus C€ represent a tuple of sets of entities provided by
the environment, and C® denotes the activated agents.

The evolution of a MARS in an unconstrained environment is captured by
a suitably redefined notion of an interactive process, where the activated agents
combine (share) their local states to derive the next local states.

For dealing with tuples we use the following notation: if x = (x1,z2,...,x,) is
a tuple, then x[i] = x;, for every i < n. With @ we denote the tuple consisting
of m empty sets.

We now introduce the notion of an interactive process for MARS.

Definition 4.2.2. Let D = (S, {4;}ic4) be a MARS. An n-step interactive process
in Dis ™= (v,9), where:

- v=1(Cp,Cyq,...,C,) and § = (Dg,Dq,...,D,),

- Co,Cy,...,C, € Ctp,

~ Dy,Dy,...,D, € Stp with Dy = 5™,

— for each k € {0,...,n — 1} and each i € A:

Dk—f—l[’i] _ {TESAZ- (Ck[l] @] UjECZ Dk[]]) ifi e Ck |
Dl if i ¢ Co

Now we give an intuition for the above definition. For an activated agent i € A,
ie., i € C¢, to calculate its local successor state Dy41[i], we take its context
set Cj[i] and the union of all the local states of the activated agents (state sharing).
If i € Ais not activated, i.e., ¢ € C{, then the local state D[] remains unchanged,
i.e., Dk+1[i] = ka

Example 4.2.3. Let us consider a simple example where two agents synchronise
to produce an entity by combining their local states. Let D = (S,{A, A2, As}),
where:

— 8 ={e1,e2,e3,e4,%},

- A = {({61}7 {*}7 {62})}7

- Ay = {({62}7 {*}7 {63})}7

- As = {({ea}, {x}, {es})}-

The entity * is used as a dummy inhibitor. Consider the process m = (7, d) in D such
that v = (Cp, C1,C2) and 6 = (Dg,D;,D3) where C; and D; for i € {O, .. .,2}
are defined as follows:
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0 (({61}7®?{€4})7{173}) 63
1 (637{172}) ({62}7®7{€5})
2 (637®) (@,{63},{65})

We begin with the state Dy = @° and the context Co = (({e1}, @, {es}), {1,3}),
where the agents 1 and 3 are active and receive e; and e4, respectively. By
combining the local states of 1 and 3 we get @. As the result, we get the state Dy =
({e2}, @, {e5}), where resa, ({e1} U @) = {ea} is the local state of the agent 1 and
resa,({ea} U @) = {es} is the local state of the agent 3. The local state of the
inactive agent 2 remains the same as in Dy, i.e., &.

In the next step, i.e., to obtain Dy, we consider C; = (Z°,{1,2}) and D,
calculated in the previous step. The context C; indicates that 1 and 2 are the
active agents and they receive no entities, i.e., their the context sets are empty. To
calculate the local states of D5, we need to combine the local states of the active
agents from Dy, obtaining the set {es,e5}. For each active agent, we take the
union of its context set with the combined local states. As the result, we get the
state Dy = (&, {es}, {es}), where res4, (@ U {e2,e5}) = & is the new local state of
the agent 1 and resa, (@ U {e2,e5}) = {es} is the new local state of the agent 2.
The local state of the agent 3 remains unchanged from Dy, i.e., it retains the
previously produced entity es without any reaction being executed locally. Notice
that ey is required for e3 to be produced in 2 and the entity is provided by 1 by
sharing the local states of the active agents.

The context Cs is defined only for completeness and it could be used only to
calculate the successor of Ds. ]

Interactive processes for MARS capture all possible evolutions of a MARS. In
practice, however, the behaviour of an environment is constrained and may depend
on the current state of the MARS. We capture such an environment through the
notion of an extended context automaton, which is a variant of context automaton
where the transitions between the states are guarded by formulae restricting the
allowed transitions for local states of the agents.

Definition 4.2.4. The state constraints SCp are Boolean formulae with propo-
sitions in the form of i.ent, where i € A and ent € S. Their grammar is as
follows:

s¢ == true | i.ent | osc | sc V sc.

Definition 4.2.5. The fact that sc € SCp holds in W € Stp is denoted by
W =, sc. The satisfaction relation =, is defined as follows:

-~ W =g true,
~ W g i.ent iff ent € Wi,
- W ’:sc —se iff W F&sc s¢,
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~ W 801 Vser iff W s, s¢p or W 4. sco.

Definition 4.2.6. An extended context automaton (ECA) over a MARS D, is a
triple € = (Q, ¢, R) where:

— Q@ is a finite set of locations,
— g™t € Q is the initial location, and

— RC O xS8Cp x Ctp x Q is a transition relation.

. ,C
For (q,s¢,C,q') € R we also write ¢ —— ¢’. An extended context automaton
over D is simply called extended context automaton if D is clear from the context.

We say that € is progressive if for all ¢ € Q and W € Stp there exist sc € SCp,
C ¢ Ctp, and q' € Q such that (q,5¢,C,q’) € R and W =, sc.

We formalise the notion of a MARS evolving in an environment provided by a
progressive ECA.

Definition 4.2.7. A context-restricted multi-agent reaction system (CRMARS) is
a pair CR-D = (D, €) such that D is a MARS and € is a progressive ECA.

The set of states of CR-D is defined as Ster-p = Stp X Q. Let § € Ster-p
and S = (W, q), then we write D(S) for W and &(S) for q.

In CA (Definition 4.1.1) we assume that the transition relation is serial. This
allows us to avoid the situation where ‘the environment dies’, i.e., where the context
automaton stops providing contexts to the reaction system. Similarly, given
a CRMARS, we assume that the ECA is progressive. In ECAs, for a transition to
be enabled, the state constraint associated with the transition must be satisfied.
Checking progressiveness of an ECA amounts to checking, if for each location and
each W € Stp there exists a transition for which its state constraint is satisfied.
This means that checking if an ECA is progressive could be involved. Therefore,
we take a different approach and instead of checking if a given ECA is progressive,
we construct a corresponding progressive ECA.

Progressiveness can be easily imposed on any extended context automaton
¢ = (9,9 R). Let L ¢ Q be a location, @ = QU {L}, and let prg(¢) =
(Q,q™* R') be an ECA such that R = RU R, U {(L, true, (2™, 92), L)}, where
R, = {(q,~s¢q, (@",2), 1) | ¢ € Q} and s¢; = \/{sc | (q,5¢,C,q') € R}, for
every q € Q.

In the above construction, we add a special location L with a self-loop, and for
each transition we add an additional transition with the state constraint negated.
The added transitions lead to L, provide empty contexts, and do not activate any
agents.

The following result follows immediately from the above construction.

Lemma 4.2.8. prg(¢&) is a progressive ECA, for every €.
Definition 4.2.9. Let CR-D = (D, €) be a CRMARS such that D = (S, {A;}ica)
and € = (Q,q™" R). An n-step interactive process in CR-D is m = ({,~,d), where:
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- <:(quqla'-'aq’n%’Y:(COacla"'acn)7andd:(DOaDla'-'an)7

nat
)

= 90, q15---,qn € Q with qo =g
- Cy,Cyq,...,C, € Ctp,
— Dg,Dy,...,D, € Stp with Dy :67”,

— for each k € {0,...,n — 1} there exists sc € SCp such that Dy . sc
and (qg,s¢, Cg, qr+1) € R and for each i € A:

Dy i] = res, (Cili] UUjece Dili]) if i € Cf,
’ D] itigco.

Example 4.2.10. We now introduce the train-gate-controller system (TGC) mod-
elled using CRMARS. It is a commonly considered benchmark when dealing with
multi-agent systems [Lomuscio et al., 2009, Meski et al., 2014b|. Tt consists of m > 2
trains trying to access a tunnel and a controller that regulates access to the tunnel.
At any given time at most one train is allowed in the tunnel. The set of agents
is defined as A = {t1,...,t,}. In this model, the controller is modelled in the
context automaton and there is no interaction between the agents. We define the
background set of the MARS modelling the system:

S = {req, allowed, in, out, leave, *}.

For each train i € A we define the set of its reactions as 4; = {al", al, a¥", al",

al"}, where the reactions are defined as follows:

= ({out}, {x}, {approach}),
= ({approach},{req},{req}),

(
(
a¥ = ({allowed}, {x}, {in}),
(
(

= ({in}, {*}, {out, leave}),
= ({req}, {in},{req}).

The multi-agent reaction system is defined as Dyge = (S, {Ai}ica)-

Now we give an intuition for the functioning of the system and the interpretation
of the entities used. Initially all the trains are outside of the tunnel and are not
trying to access it, which is indicated by the presence of out. The agent modelling
a train approaching the tunnel produces approach (a!"). Any train may request
access to the tunnel by producing the entity req (a tr). If access to the tunnel
is requested and, provided the tunnel is empty, it is granted in the next step
to one of the processes making the request via a nondeterministic choice in the
context automaton. If a train is allowed to access the tunnel the context automaton
provides it with the allowed entity as the context and then the agent produces in
as a consequence, meaning it has entered the tunnel (a¥"). When a train leaves the
tunnel it produces leave and out (a}"). The train requestlng access to the tunnel
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keeps producing the req entity until it enters the tunnel, i.e., the production of req
is inhibited by the in entity (af").

To define a context-restricted multi-agent reaction system we introduce the
context automaton Erqc = (Q,qo, R) such that Q = {qo, qgreen grea}, and the
set R consists of the following transitions:

true,(({out},...,{out}),{t1,-..,tm
1. 4 (({out},...{out}),{t1 12N Qoreen:

2. for each t; € A:

56,(8" {t:})
(a) qgreen —————— qgreen, Where s¢ = - vjeA tj.req,

(b) qgreen L, (red, Where: C* = {t;} and for each t; € A:

celj] = {{@allowed} j ;Z,

) 677747 tz
(€) dred M Qred, Where s¢ = — \/tjeA tj.leave,

(d) Gred M Qgreen-
The transition (1) in the context automaton provides the set {out} as the initial
context sets to all the agents. When the trains are not requesting access to the
tunnel, in (2a) the automaton nondeterministically selects and provides the empty
context set to an agent which executes its actions. The transition (2b) allows
one of the trains to enter the tunnel, when it is requesting access and the tunnel
is empty, i.e., the automaton is in qgreen. The mutual exclusion is enforced here
by using the activated agents set C?, where only one of the requesting agents is
activated, and it receives the allowed entity. In (2c¢), if the trains are not leaving
the tunnel, then the automaton activates and provides the empty context set to a
nondeterministically selected agent, allowing it to perform an action. If there is a
train leaving the tunnel, the automaton transitions from qeq to qgreen (2d).
Finally, the CRMARS for TGC is defined as:

CR-Drge = (DTGC7prg(€TGC))'
O

Example 4.2.11. We now present a variant of the model from Example 4.2.10,
where the controller is modelled as an agent, and the system relies entirely on the
communication between the agents. The system consists of n > 2 trains. The
set of agents is defined as A = {t1,...,t,,c} and m = | A]. The agents t1,...,1,
represent trains and c is the controller agent. We define the background set of
the MARS:

S = {req, lock, in, out, leave, *}.

For each train i € {t1,...,t,} we define the set of its reactions as 4; = {a!", a",

af,all,al"}, where the reactions are defined as follows:

71



alm = ({out}, {x}, {approach}),
al" = ({approach},{req}, {req}),
— af = ({req}, {lock}, {in}),
al" = ({in}, {x}, {out, leave}),
& = ({req), {in}, {req}).

The set A, = {a$", a5} consists of the reactions for the controller agent that are
defined as follows:

— aft = ({lock}, {leave}, {lock}),
- ag’ = ({req}, {x}, {lock}).

The reaction af’ ensures the tunnel is locked until the train that is currently inside
leaves. The reaction a§’ immediately acquires the lock reserving its exclusive access
to the tunnel after a train requests access to it. Finally, the multi-agent reaction
system modelling the protocol is defined as:

DTGC - (S; {Ai}iEA)'

To define the context-restricted multi-agent reaction system we introduce the
extended context automaton €. = (Q,qo, R) such that Q = {qo,q1}, and the
set, R consists of the following transitions:

- qo true (@At nc)) q1, where z is an m-tuple such that x[i] = {out} for

ie{l,...,n} and z[m] = @,

_ ql M ql fOI' aH t’L S {tlyﬂtn}

Such a definition of the context automaton allows for the agents to communicate
with the controller in pairs only. Note that €4 can be regarded as an extended
state-oblivious context controller [Kleijn et al., 2018|. Finally, the CRMARS for
the train-gate-controller system is defined as CR-Dygc = (Drac, P79(Erac))-

If access to the critical section is requested then, provided the tunnel is empty,
it is granted in the next step to one of the agents making the request. The access is
provided via a nondeterministic choice in the context automaton, and the requesting
agent produces in. This results in producing lock entity by the controller that
prevents other processes from entering the critical section. When a train leaves the
tunnel it produces the leave entity, which inhibits the controller from sustaining
the lock entity.

O
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4.3 Logic for temporal-epistemic properties

The language of computation tree logic of knowledge for reaction systems, rsCTLK
for short, is defined by the following grammar:

¢i=i.ent| =) [PV d| P NG| EscX | ExcGo | Esc[pUd] | Kigp | Cro,

where i € A, ent € S, sc € SCp and I' C A.

The aim of the logic is to resemble CTLK [Penczek and Lomuscio, 2003], while
retaining the expressive power of rsCTL. The grammar uses the propositional and
temporal operators of rsCTL (Chapter 3). In place of propositional variables we use
i.ent, which allows for specifying entities in local states of the individual agents.
Additionally, the logic uses epistemic operators for specifying knowledge properties:
the operators K;¢ and Cr¢ are the existential counterparts of the universal K;¢
and Cr¢, respectively, which we derive later. Here we provide the intuitive meaning
of the universal operators: K;¢ means the agent i € A knows ¢ and Cp¢ means ¢
is common knowledge amongst the agents of I'.

In contrast to rsCTL defined in Chapter 3, to restrict the scope of the path
quantifiers in this logic we use state constraints. One advantage of such an approach
is the ability to obtain compact representations for families of sets of entities (sets
of the allowed actions) under path quantifiers.

Definition 4.3.1. Let ¢ be an rsCTLK formula. Then, d(¢) is the depth of ¢ and
is defined recursively as follows:

— if ¢ =i.ent, where i € A and ent € S, then d(¢) = 1,

- if ¢ € {Wﬁ” Escxd)/a EscG¢/7Ki¢laéF¢/}7 then d(¢) = d(¢/) + 17

—ifpe{d Vo' ¢ N¢" Es[¢p'Ug"]}, then d(¢) = max({d(¢'),d(¢")}) + 1.
Definition 4.3.2. Let CR-D = (D, €) where D = (5, {A;}ica) is a multi-agent
reaction system and € = (Q, ¢, R) is an extended context automaton over D.
The model for CR-D is a tuple Mcg.p = (Ster-p, Sinit, —), Where:

1. Ster-p is the set of states of Mgg-p,

2. Sinit = (qm“, (2,..., Q)) € Stor.p is the initial state,

3. — C Ster.p X Ctp x Ster.p is the transition relation such that for all

S,S’ € Stp, q,q4 € Q, C € Citp: ((S,q),C,(5,¢)) € — iff
(a) (q,s¢,C,q’) € R for some s¢ € SCp and S ;. sc,
(b) for each k € A:

— S'[k] = resa, (Cc[k] u y S[j]) if ke C?,
jeCa

— S'[k] = S[k] if k ¢ CA.
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Each element (S, C,S’) € — is denoted by S .

The following lemma follows from Definition 4.3.2 and seriality of the transition
relation of €.

Lemma 4.3.3. For each S € Step.p there exists C € Ctp and S’ € Stop.p such
C. o
that S — §'.

Definition 4.3.4. Let CR-D = (D, €). A path over s¢c € SCp in Mcp_p is an

infinite sequence o = (Sp, Co, S1,C1, ... ) such that S; S Si+1 and Cf |=4 sc for
each 7 > 0.

The set of all the paths over sc is denoted by Hé?f . For each i > 0, the i*! state
of the path o is denoted by o (i) and the i*! action of the path o is denoted by &, (7).
By i (S) we denote the set of all the paths over sc that start in S € Ster p, i€,
115 (8) = {o € I | 04(0) = w}.

Let S,S8" € Sterp and s¢ € SCp. We say that S’ is an sc-successor of S

(denoted by & —sc &) iff there exists C € Ctp such that C¢ =4 sc and S S5
The relation — C Stog.p X Ster-p is defined as follows:

(8,8’) € — iff there exists C € Ctp such that S S s

The relation —, C Step.p X Stor-p 1s the transitive closure of —».
Definition 4.3.5. A state S € Stegr-p is reachable iff S;;—,S.

Then, Reach(CR-D) C Stcr_p is the set of the reachable states of Mcg_p, i.e.,
Reach(CR-D) = {S € Stcp.p | Sinit—rS}.
We also write Reach(Mcg-p) to denote Reach(CR-D).

Definition 4.3.6. Let CR-D = (D, &) where D = (5,{A;}ica). For each agent
i € A, the epistemic indistinguishability relation ~;C Stop.p X Ster.p is defined by:

S~ S it D(S)[i] =D(S)]i] and S, S’ € Reach(cr-D).

For a group of agents I' C A, the union of the indistinguishability relations of I" is
defined as ~E = Uier ~i- By ~S we denote the transitive closure of ~E.
If S ~; &' for some i € T', we say S is a [-neighbour, or an i-neighbour, of §’.

Definition 4.3.7. Let Mcrxp = (Ster-p, Sinit, —>) be a model for crR-D, S €
Stcr-p be a state of Mcgr_p, and ¢ be an rsCTLK formula. The fact that ¢ holds
in S is denoted by Mcp.p, S = ¢, or simply S = ¢ when My p is clear from the
context. The relation = is defined recursively as follows:
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S i.ent iff  ent € D(S)[i],

SE-9¢ iff S o,

SkEovy i SkEoo Sk,
SENY iff SE¢and Sk,
SEEXe  iff (30 €ILI(S)) ou(1) = o,

SEE.Gy  iff (Foem (S))(Vz > 0)(05(1) = 0),

S EE[pUy] iff (30 € I (S))(3i > 0)(0s(i) = ¢
and(V0<]<2) os(j) = ¢),

S =K iff (38 € Sten)(S ~ 8" and S = ),

S Cro iff (38 € Stonp)(S NE S and ' = ¢).

Next, we define derived operators, which also introduce the universal path
quantifier A;c meaning ‘for all the paths over sc’:

def . . .
— true Y i.ent v —i.ent for any i € A, ent € S,

|
©
<
Il
J
<
<
=

de
- AuFd E —EiGo,
de
- Ascx¢ f Escx_@a
= A Go = —Egc[trueU—g].

Moreover, we assume sc¢ = true when sc is not explicitly specified for any of

the rsCTLK operators, e.g., EF¢ =l EtrueF@. We also define the following derived

epistemic operators:

de —

- Kip @ —Kino,
de —

-~ Cro ™ ~Cro,

d
EFQS if \/iGF KZ¢7 and

d —
e

We say that an rsCTLK formula ¢ holds in the model Mcr.p if and only if ¢ holds
in the initial state of Mgg.p:

Mer-p = ¢ iff Mcrp, Sinit = ¢.

Example 4.3.8. Here we specify some rsCTLK properties of the TGC system
presented in Example 4.2.10.

1. It is possible for each train to eventually enter the tunnel, in one step from
receiving the allowed entity in the context:

¢1 = /\ EF (Ey; atiowed X (ti-in)) .
ti€{t1,tm}
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. In all the states of all the paths, if the 7" train is in the tunnel, then it knows
that no other train is in the tunnel, i.e., it is the only train that is in the
tunnel:

bo = AG | tiin = Ky, N tin
. We take all the states of all the paths such that the trains do not receive the

allowed entity, with the exception of the ¢ train. In these states, the ;"
train knows that no other train is in the tunnel:

¢3 = AscG | Ky, N ||,
ti€{t,mstm}
i
where:
5C = /\ —t;.allowed.
tiE€{t1,stm}
i

. In all the states of all the paths the i*" train knows about the mutual exclusion
property of the access to the tunnel:

¢ = AG | Ky, /\ - (tj.in AN tk.in)

tiitp€{t1,stm}
i<k

. In all the states of all the paths if the 7" train is in the tunnel then it is a

common knowledge amongst all the agents that it is the only train in the
tunnel:

¢5 = AG tZZTL — C{tl,...,tm} /\ _\tj’l/ﬂ

4.4 Model checking for rsCTLK

In this section we describe a model checking method for rsCTLK, which is based
on computing fixed points. To calculate the set of the reachable states and the
results for temporal operators we use algorithms similar to the ones presented in
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Section 3.4. The difference is in how the set of successor and predecessor states
are defined. In this section we restrict the sets of states to only those, which are
obtained via transitions restricted with state constraints, whereas in Chapter 3
we used sets of actions. Firstly, we describe an algorithm for computing all the
reachable states of Mcr_p and, later on, we provide a method for computing the
set of states, where a given rsCTLK formula holds.

Let Mcpp = (Stcr-p, Sinit, —>) be a model. We define the function that
assigns the set of the sc-successors to the states in W C Stcp.p:

post, (W) = {S' € Stenp | (3S € W) S —ec ')},

where sc € SCp.

The set Reach(CR-D) C S can be characterised by the following fixed point
equation:

Reach(CR-D) = pX.(Sinit U X U post . (X)).

Algorithm 8: The algorithm for computing the set Reach(CR-D)
1: X := Sint

X, =0

while X # X, do
X, =X
X = X Upost ¢, (X)

end while

return X

Algorithm 8 implements the fixed-point computation of the reachable states
for a given model Mcp.p = (Ster-p, Sinit, —). On Line 7 the procedure returns
the set X, which is equal to Reach(CR-D).

The set of all the reachable states of Mcg.p in which ¢ holds is denoted
by [Mcr-p, @] or by [¢] if Mcr.p is implicitly understood. For W C Reach(CR-D)

we define a function that assigns the set of the sc-predecessors to W':

pre2 (W) & (S € Reach(cr-D) | (3S' € W) S —5e ')}

Let ¢1, ¢2 be some rsCTLK formulae. For the non-epistemic formulae of rsCTLK
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the sets of states in which they hold are defined similarly as in Section 3.4:

[=o1] def Reach(cr-D) \ [é1],
[61V ¢2] < [1] U [g2],
[61 A ¢2] < [oa] N [a],

[EscXr] < pred ([41]),
[EscGr] < vX.([61] N preii(X)),

[Escl1Ugo]] Y X ([62] U ([61] N presk(X))).

The above definitions differ from the ones presented in Section 3.4 in how the
predecessors are defined — here we restrict the set of predecessors with state
constraints. See Algorithm 2 and 3 in Chapter 3 for the pseudo-code of the
procedures for calculating [Es.Go1] and [Esc[p1Ug2]], respectively.

For a group of agents I' C A we introduce the set of I'-neighbours of the states
in W:

nbr(W) < (S € Reach(cr-D) | (38’ e W)(Ji €T) S ~; S').

The sets for the epistemic operators [Fagin et al., 2003| are defined as follows:

[Ki1] 2 nbgiy ([61]),
[Cre] = pX. ([¢1] Unbp(X)).

To compute the set of states for K;¢; we find all the i-neighbours of the states in
which ¢ holds. In the case of Cr¢1, to obtain the set of states in which the formula
holds, we calculate the least fixed point. The procedures for [K;¢1] and [Cré1]
are presented in Algorithm 9 and 10, respectively.

Algorithm 9: checkNK(i, ¢1)

1: X := CheCkTsCTLK(¢1)
2: return nby; (X)

The overall procedure check,sori(g) for computing the set of states in which
an rsCTLK formula ¢ holds is outlined in Algorithm 11.

Definition 4.4.1. Given CR-D and an rsCTLK formula ¢, rsCTLK model checking
is the problem of deciding whether Mcp.p = ¢.

Lemma 4.4.2. The rsCTLK model checking problem is PSPACE-hard.
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Algorithm 10: checkNC(T', ¢1)

1:

X =@, X, :== Reach(CR-D)
Y¢1 = CheCkTSCTLK(¢1)
while X # X, do
X, =X
X = an(Y¢1 UX)
end while
return X

Algorithm 11: check scrx ()

—_

. if ¢ =1.ent then

return {S € Ster.p | ent € D(S)[i]} N Reach(CR-D)
else if ¢ = —¢; then
return Reach(CR-D) \ checkyscrik(®1)
else if ¢ = ¢1 V ¢ then
return checkysorii (1) U checkysorix (¢2)
else if ¢ = E;X¢; then
return pre?c(checkrSCTLK(gbl))
else if ¢ = E;G¢; then
return checkEG(sc, ¢1)

. else if ¢ = Eg[¢1Ugs] then

return checkEU(sc, ¢1, ¢2)
else if ¢ = K;¢; then
return checkNK(i, ¢1)

. else if ¢ = Cr¢; then

return checkNC(T', ¢1)

. end if

79



Proof. Follows from the fact that QSAT can be reduced to the rsCTLK model
checking problem. It is easy to see that every initialised context restricted reaction
system (ICRRS) can be translated into CRMARS with a single agent and rsCTL
is a subset of rsCTLK. Therefore, the reduction is similar to the one for ICRRS
and rsCTL (Chapter 3). O

Lemma 4.4.3. The rsCTLK model checking problem is in PSPACE.

Proof. We show a nondeterministic algorithm for deciding whether M p | ¢,
which requires at most polynomial space in the size of the input, i.e., the formula ¢
and CR-D. The proof is similar to the one for rsCTL and initialised context-restricted
reaction systems.

The algorithm uses a recursive procedure label(S, ¢), which returns true iff
Mcerp,S E ¢, where § C Stepp; otherwise, it returns false. The encoding
of each state requires space O(|S| - |A|) and each successor can be generated in
space O(|S| - |A|), whereas the overall algorithm requires space O(|S] - |A] - d(¢)).
The proof follows by the induction on the length of the formula ¢. The cases in
which ¢ does not contain any temporal and epistemic operators, or ¢ = E;X¢1,
are straightforward.

The intuition for the nondeterministic procedures for checking ¢ = Esc[¢1 Ugs]
and ¢ = E;cGp1 in S C Ster.p are outlined in Algorithm 12 and 13, respectively.
The algorithms are similar to the ones presented in the proof of Lemma 3.4.2.
However, the successor state is guessed differently: the algorithms nondetermin-
istically select a state and a context C € Ctp of a path over sc (e.g., Line 10 of
Algorithm 12), verifying at each step if the state chosen is an sc-successor of the
previous state via the action C, and if ¢ holds in that state. If not, then a context
and a state are selected again.

The intuition for the procedure for checking ¢ = K;¢1 in S € Stp. D is outlined
in Algonthm 14. The procedure nondeterministically selects a state S and checks
if S ~; S and if S is reachable in Mcnp. The reachability is tested by using
the label procedure to check if EF(Z)D holds in the initial state of the model,

where ¢D(§) is the formula correspondlng to the state D(S), i.e., where the state is
encoded using the rsCTLK syntax.

The intuition for the procedure for checking ¢ = Cr¢q in S € Step.p is outlined
in Algorithm 15. The algorithm searches for a path via the relation ~& from S to
a state in which ¢; holds and it is a reachable state of the model. Initially, S is set
to S. If ¢1 holds in S and the state is reachable, then the algorithm returns true;
otherwise it nondeterministically selects = Ster-p accessible via ~; for i € T
and then it jumps to the beginning of the procedure and checks if ¢; holds in that
state.

The procedure returns false if no sequence for which the procedure returns true
could be found. To ensure the procedure terminates for each sequence guessed, the
procedure nondeterministically selects a state §r of that sequence. The guessing
of the sequence stops when 3\7« is the newly guessed state. For simplicity of the
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Algorithm 12: Nondeterministic procedure for checking Eg[¢1 Ugs]

~

:§:=8
checking:
if label(S, ¢2) then
return true
end if
if —label(S, $1) then
return false
end if
JUESSING:
guess S' € Stepp and C € Ctp
. if C€ J£,. s¢ then
goto guessing
. else if —label(S', ¢1) then
goto guessing
: else if ((S,C,S') ¢ —) then
goto guessing
. end if
S:=38
. goto checking

[

e e T e e
© 0N TRy 2O

presentation, this part of the procedure is not included in Algorithm 12 and
Algorithm 13. We do not explicitly refer to the context automaton of CR-D in
the algorithms as it does not affect the complexity considerations. However, when
selecting a CRMARS state S , in fact, a state of D and a location of & are selected.
To verify if the rscTLK formula ¢ holds in the model Mcg_p, the label procedure
is called for the initial state: Mcp.p = ¢ iff label(Sinit, @).
The procedure is called recursively for each subformula of ¢. At a given recursion
level the procedure requires only a constant number of variables to be stored.
The total space requirement depends on O(d(¢)) calls of the label procedure,
where a single call needs space O(|S|-|A|). The space requirement for the procedure
is not affected by the size of sc as it is only used in nondeterministic choices. For
each call of the label procedure, i.e., for each nesting level of ¢, the label procedure
is called recursively at most twice, as each operator of rsCTLK has at most two
arguments. Thus, the overall space requirement of the procedure is O(|S]-|A|-d(¢)).
Therefore, by Savitch’s theorem, the deterministic algorithm can be imple-
mented in polynomial space. ]

The following theorem follows directly from Lemma 4.4.2 and Lemma 4.4.3.
Theorem 4.4.4. The rsCTLK model checking problem is PSPACE-complete.
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Algorithm 13: Nondeterministic procedure for checking E;.Gepq

—

NN NN NN N DN = o = e e e e
R A e A O To S <R B S AN el S > ol =

S:=8

L := false

if —label(S, ¢1) then
return false

end if

Juessing:

guess S' € Stepp and C € Ctp

if C¢ £, sc then
goto guessing

else if —label(S', 1) then
goto guessing

. else if (S,C,8') ¢ —» then

goto guessing

: end if
. if =L then

guess v € {true, false}
if v then

S =8

L := true
end if

. else

if S’ = S, then
return {rue

end if

. end if
: Si= S,
: goto guessing

Algorithm 14: Nondeterministic procedure for checking K;¢;

1:

guessing:

guess S € Ster-p R

if —(label(Sinit, Engg) AS ~; S) then
goto guessing

else
return true

end if
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Algorithm 15: Nondeterministic procedure for checking Cr¢,
1: § =S
2: checking:
3: if label(g, #1) and label(Sinit, EF¢g) then
4: return true
5: end if

6: guessing:

7

8

9

:guess S’ € Stegpand i €T
. if =(S ~; &) then
. goto guessing

10: end if

1: §:=8

12: goto checking

4.5 Bounded model checking using BDDs

Similarly as for rsCTL (Section 3.5), we provide BDD-based bounded model checking
for a fragment of rsCTLK. We define rsECTLK, which is the existential fragment of
rsCTLK, where negation can be applied only to the entities belonging to agents.
This fragment of rsCTLK is defined by the following grammar:

icent | ~ient | ¢V ¢ | ¢ A ¢ | EscXo | EscGo | Esc[pUg] | Kio | Cro,
where i € A, ent € S, sc € SCp and I' C A.
Definition 4.5.1. Let cR-D = (D, €) be a CRMARS and let

MCR-D = (StCR-D7 Simt, _>)

be the model for CR-D. Let U C Stor-p be a subset of the states of Mggr_p
containing all the initial states, i.e., Siy¢ € U. The submodel suby(Mcr.p)
generated from Mg p by U is defined as suby(Mer.p) = (U, Sinit, —> v ), where:
—y=—N(U x Ctp x U).

Similarly to BMC for rsCTL (Section 3.5), with the above restriction some states
in the submodel may not have successors, which are also in U. Therefore, we define
a path to be an infinite or a maximial finite sequence.

Definition 4.5.2. Let ¢R-D = (D, €) be a CRMARS and Mcz_p be the model
for cR-D. Let U C Stcrp such that suby(Mcrp) is the submodel of Mcp.p
generated by U.

— A finite path over s¢ € SCp in suby(Mcr.p) is a finite sequence o = (Sp, Co,
S51,Cq,...,Cp1,S,) of length n € IN, such that S; &m Si+1, Ci Esc s8¢
for 0 < i < n and the sequence is maximal, i.e., there does not exist C,, € Ctp
and S, 11 € U such that C,, =4 s¢ and S, &m Snt1-
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— An infinite path over sc¢ € SCp in suby(Mcrp) is an infinite sequence
o = (8o, Co,S1,Cy, ...) such that S; =y Sit1 and C =4 sc for i > 0.

If a sequence o is a finite or an infinite path over sc¢ € SCp, we simply call it a path
over sc € SCp. We define the length of o as
{n + 1 if o is finite,
len(o) = o
w if o is infinite.

We use notation for the sets of path indices introduced in Definition 3.5.3 and
we write I, for I,[0|len(o)] and I,[0]0].

The set of all the paths over sc is denoted by Ils.. For each ¢ € I, the ith state
of the path o is denoted by ¢4(4), and for each i € I,[0|—1] and the i*" action of the
path o is denoted by 0,(7). By Is(S) we denote the set of all the paths over sc that
start in S € Step.p, i.e., I (S) = {0 € s | 05(0) = w}. The set of all the infinite
paths over s¢ that start in S is defined as I (S) = {0 € T4 (S) | len(o) = w}.

The epistemic indistinguishability relation uses the definition of the reach-
able states. The set Reach(suby(Mcr-p)) of the reachable states of the sub-

model suby(Mecr.p) is defined as Reach(suby(Mcr.p)) def Reach(Mcr.p) NU.
For each agent ¢ € A, the epistemic indistinguishability relation ~;C U x U is
defined by: S ~; S’ iff D(S)[i] = D(8')[i] and S, S’ € Reach(suby(Meopp)).

Definition 4.5.3. Let cCR-D = (D, €) be a CRMARS and Mcgz.p be the model
for CR-D. Let U C Stcp.p such that suby(Mecr.p) is the submodel of Mcg p
generated by U. The fact that an rsECTLK formula ¢ holds in § € U is denoted by
suby (Mer-p), S = ¢, or simply by S |= ¢ when suby(Mecg-p) is clear from the
context. The relation = is defined recursively as follows:

S [=i.ent iff  ent € D(S)[d],

S = —i.ent iff  ent & D(S)[i],

SEove it SkgorSEy,

SEONY iff SE¢andS =1,

S = EscXop iff (Jo €lls(S)) 1€ I, and o5(1) = ¢,

SEEG) it (30 eI (5))(Vi € L)(0.(i) F 9).

S EE[pUy] iff  (Jo €1L(S))(Fi € L) (0s(i) =0
and (V0 < j < i) 7,(7) = 9),

S EKi¢ it (3§ € Step-p)(S ~; S and S’ = ¢),

S = Cro iff (3§’ € Stenp)(S ~E S and ' | ¢).

It is easy to check that the above semantics for infinite paths is identical to the
one of Definition 4.3.7.

To implement bounded model checking on submodels of Mcr.p we use Algo-
rithm 7, which we recall as Algorithm 16, where we use the notation for CRMARS.
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Algorithm 16: The BDD-based BMC algorithm for rsECTLK
1: Reach := Sinit
Reach, := @
while Reach # Reach, do
if Sinit C [[SUbReach (MCR-D)7 ¢H then
return {rue
end if
Reachy := Reach
Reach := Reach U post,,.,.(Reach)
end while
return false

-
@

The algorithm operates on submodels of the model M g_p to verify an rsSECTLK
formula ¢. The following lemma states that we can verify rsECTLK formulae on
submodels of the original model.

Lemma 4.5.4. Let CR-D be a CRMARS, Mcrp = (Ster-p, Sinit, —>) be the
model for CR-D, let ¢ be an rsSECTLK formula, and let S € Stor-p be some state
of the model. Then, M, S |= ¢ iff there exists U C Step.p such that S € U and

suby(M),S E ¢.

Proof. —: In this direction, follows simply for U = Stcg.p-
<: The converse follows by induction on the length of the formula ¢. The base
case is straightforward as the lemma follows directly for i.ent and —i.ent. We
assume the statement holds for the subformulae of ¢.

Let U C Stepp, S € U, and suby(M),S = ¢. We focus on the epistemic
operators. For the remaining operators the proof follows as for Lemma 3.5.6.

1. Let ¢ = K;¢; and i € A. By the semantics of rsECTLK we have that
there exists 8’ € Stcrp such that S ~; &’ and suby (M), S’ = ¢1. By the
induction hypothesis and the definition of submodel (Definition 4.5.1), the
states S and &’ exist in M, and M, S’ = ¢; and S ~; §’, thus M, S = K;¢1.

2. Let ¢ = Cr¢y and I' C A. By the semantics of r1sECTLK we have that
there exists S’ € Step.p such that S ~8 &' and suby (M), S’ |= ¢1. By the
induction hypothesis and the definition of submodel, the states S and S’
exist in M, and M, S’ = ¢1 and S ~& &', thus M, S |= Cré.

O]

4.6 Boolean encoding

In this section we provide an encoding for the context-restricted multi-agent reaction
systems into Boolean formulae intended for symbolic model checking.

85



This encoding differs from the encoding for the models of rsCTL presented in
Chapter 3. For the rsCTLK models we need to represent the local states of all
the agents. In this chapter we also control the context sequences via an extended
context automaton and this involves encoding the local states of the automaton.
Moreover, we represent richer contexts that encode separate context sets for all
the agents, but also indicate, which agents are active. To this aim, for each agent
we introduce a variable indicating activity of the agent.

Let CR-D = (D, €) where D = (S, {A;}ica) and € = (Q,q"", R) is an ECA
over D. Then, Mcp.p = (Stcr-p, Sinit, —) is the model for CR-D. In the re-
mainder of this section we describe an encoding of Mgr.p. The elements of the
background set S are denoted by ey, ..., e, where n = |S|. The following sets of
propositional variables are used in the encoding:

P={pi1,-.-,P1jns---sPm,1s---»Pmn}
Pe={pf,.....p Pt Do)
P'={pi1, -+ Plns--sPmise s Pt
P ={pl,...,Pm}

The variables of P are used to encode the states of D. The actions representing
context entities are encoded with the variables of P€. To encode the successors in
the transition relation, we use the primed variables of P’. To distinguish active
and inactive agents in each step of the execution we use the set P? of the activity
variables. The states of & are encoded using ne = [log, |Q|| variables. Therefore,
for the encoding of the locations of & we use the set Q = {q1,...,qn,}. To encode
the successors in the transition relation of € we use the set Q" = {q},...,qy,}
of the primed variables of Q. The set of the reactions of the j* component that
produce e € S is defined as Prodj(e) = {a € A; | e € P,}, where j € {1,...,m}.
Additionally, we introduce the following vectors of variables:

P=(P11:---,Plns---sPmds--->Pmn)

P = 1 P Pots o Pon)
P =11 Pl Pmise s Pran)
p*=(pl;---.Pm)

Moreover, we define the following functions: m: S — P, m’ : § — P/, nf : § — P¢,
such that m(e;) = p;, w'(e;) = p}, m€(e;) = pf, for all 1 < i < n. These functions
map the background set entities to the corresponding variables of the encoding.
For the encoding of & we use two additional vectors of variables: § = (qi, ..., dn., )s
q =(q},---,9n.,). To denote an encoded location q € Q of & we write e(q), and
to denote its primed encoding used to encode that q is a successor we write e'(q).
We introduce functions e : @ — B(Q) and ' : Q — B(Q'), which map the states
of € and their successors to their encodings using unprimed and primed variables,
respectively. To encode the state constraints, which serve as transition guards of &
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we introduce a function esc : SCp — B(P), which maps the state constraints to
their corresponding Boolean encodings over the set P of unprimed variables. We
do not define the function explicitly as its encoding is straightforward.

Single state. A state S € Stcr-p is encoded as the conjunction of all the variables
corresponding to the entities that are in &, and the conjunction of all the negations
of the variables that are not in S:

ss@)= A\ (| Am@|a| A -mle)

1<i<m e€SJi] e€(S\S[i])

Sets of states. A set W C Stcr.p is encoded as the disjunction of all the encoded
states that are in Stor-p:

SetSty (p) = \/ Sts(P).
Sew

The sets of states are not directly encoded in the translation — we provide their
encoding only for completeness.

Contexts. A context C C Cip is encoded as follows:

ac®.p)= A ([ A Z@]a] A =@

1<i<m e€Celi] e€(S\C<[q])
A ( /\ p?) A /\ —p;
ieCe i€(A\C?)

Entity production condition. Let j € A. A single entity e € S can be
produced in the j* agent if there exists a reaction a € Prod;(e) that is enabled,
that is, all of the variables corresponding to reactants of a (including the variables
representing the context) evaluate to true and all of the variables corresponding to
inhibitors of a (also including the variables representing the context) are false. For
the j* agent the formula encoding this is defined as follows:

— if Prod;(e) # 0, then

Eni(p.p°.p") = \/

beProd;(e)
/\ mjg(e’) v \/ (mz(e’) A pf)
e'ERy 1<i<m
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— if Prod;(e) = 0, then ‘
En/ (P, P°,P") = false.

Entity production. For j € A, the function Pr, (ﬁ, pe. P ) encodes the produc-
tion of a single entity e € S in the j* agent. If the j*" agent is active, i.e., P}
holds, and the production of e is enabled, then the variable corresponding to e in
the successor state is required to be true. If the production of e is not enabled,
then the variable corresponding to e in the successor state is required to be false.
If the j'" agent is inactive, i.e., pj does not hold, then the presence of e in the
successor state is encoded to remain unchanged.

P (p,P°,P"P) = (pj ((Eni(ﬁ,ﬁg,ﬁ“) Al (e))

vV (—|Eng (ﬁ, ﬁg,ﬁa) A —m’(e))))

v <—|p? A (mj(e) < m}(e))).

Transition relation for reactions. To encode the state changes introduced
by the reactions of D we define a function that is the conjunction of the entity
production encodings for all the background set entities and restricts the allowed
context sets.

Trp(p pg —a —/ /\ Pr] p pS’—a —/)'

1<j<m,
e€sS

Transition relation for context automaton. The encoding of the transition
relation of & is a disjunction of the encodings for each transition.

Tre(@p®,p%a) = \/  (e(a) Aesclse) A Cto(d®,p%) A &/(1)).
(q,5¢,C,q’')ER

Global transition relation. To encode the transition relation of Mz.p we
build a conjunction of the transition relation for reactions and the transition relation
for context automaton providing the conditions for the active components and the
context sets.

Tr((p.@),p", % (P,d)) = Tro (P, P°, P*,P') A Tre(q,P°, P @)
4.7 Experimental results

The proposed model checking method has been implemented in our reaction systems
model checking toolkit. The implementation uses C++ as the implementation
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parameter description
X partitioned transition relation
z reordering of BDD variables
b bounded model checking heuristic disabled

Table 4.1: Parameters of the model checking tool

language and the CUDD library [Somenzi, 1994| for creating binary decision
diagrams and handling the operations on them. The tool uses the encoding
presented in Section 4.6 and implements the algorithms from Section 4.4.

In the experimental evaluation we use our implementation with the parameters
summarised in Table 4.1. The implementation provides the same features as
described in Section 3.7. Bounded model checking for rsECTLK was described in
Section 4.5. For reordering of the BDD variables we use the group sifting algorithm
of |[Panda and Somenzi, 1995| implemented in the CUDD library. All of the rsCTLK
formulae used in our benchmarks hold in the tested models.

4.7.1 Train-gate-controller

We test our implementation by verifying the following properties of the train-gate-
controller system from Example 4.2.10 in all the configurations of the described
implementation parameters:

b1

/\ EF (Eti.allowedx (t'LZ’I”L)) s
t;,€A

¢2 = EF /\ t;.approach | ,

t;cA
tjE{tz,...,tm}
b1 =AG | t1.in = Cy4 /\ tjin
tie{ta,....tm}

The experimental results are presented in Fig. 4.1-4.8. For each scaling parameter
and formula we set an execution time limit, i.e., the verification is allowed to run
for at most 5 minutes and then the process is terminated. We consider values of
the scaling parameter between 0 and 20.

4.7.2 Distributed abstract pipeline

Here we introduce distributed abstract pipeline (DAP) system similar to the abstract
pipeline system introduced in Chapter 3.
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The background set is defined as S = {a, b, ¢,d, y,dy,r,*}. The system consists
of m agents producing dy from a. For dy to be produced, a sequence of reactions
must take place and for the sequence to be activated the entity a needs to be
provided. The entity a is provided to the i agent by the context automaton
when dy is produced in the (i —1)" agent, or when i = 1 and the context automaton
is in the initial location. This means that the agents are activated sequentially.
The set of agents is defined as A = {1,...,n}, where m = n — 1 is the last agent
producing dy and n is the receiver of the final entity . The set A; fori € {1,...,m}
consists of the following reactions:

- (a}, {=}: {y}),
- (yh I+ ),
= ({a}, (=}, {b}),
= ({0}, {x} {e}),
= (e} (3 {d}),
- ({d,y}, {3, {dy}).

The receiver agent has only one reaction: A, = {({r}, {x},{r})}. We define €44, =
(Q, q0, R) such that Q = {qo, q1}, and the set R consists of the following transitions:

true,(({a},2,...,2),{1})

L. g0 qi,
2. q1 ~tdy (@, 2) ) qi for all i € {1,...,m}.
3. foreachi € {2,...,m}: q1 ——)ﬁil)'dy’c q1, where: C* = {i} and for each j € A:
crs a J=1,
oy = L 4
o jeA\{i},

(1.dy)A...A(m.dy),((2,...,.2,{r}),{n})

4. q

Finally, we define CR-Dyqp = ((S,{Ai}ica), pr9(€gap)). We test the following
rsCTLK formulae:

¢1 = EF (n.r)
p2 = AG(m.d = K, (m—1).y))

The formula ¢ expresses the possibility of producing the final entity by the receiver.
The formula ¢9 means that for all the paths when m has d in its local state, then
m knows that (m — 1) has y.

The experimental results are presented in Fig. 4.9-4.12. The execution time
limit was set to 10 minutes.
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4.7.3 Observations

The experimental results for TGC demonstrate the benefits of using automatic
reordering of BDD variables and partitioned transition relation. These heuristics
led to smaller decision diagrams, which results in lower memory consumption
and operations on the diagrams being more efficient. For TGC, in most cases the
verification is the most efficient with xz. However, for ¢ using partitioned transition
relation results in longer execution times than using only BDD reordering. The
benefit of using the BMC approach can be observed when verifying existential rsCTLK
formulae, e.g., in the results for TGC and ¢2. However, for ¢; of DAP the BMC
heuristic is inefficient, which follows from the fact that the formula is existential but
for its witness to be obtained the entire model needs to be explored (n.r is produced
in the last step of the generation of the reachable state-space). This results in
redundant checks at each step of unfolding of the model, i.e., when calculating
the set of reachable states of the model. Therefore, when the BMC heuristic is
disabled for ¢, the execution times and memory consumption are improved. For
DAP, reordering of BDD variables is the most efficient and using partitioning of the
transition relation results in longer execution times. Using BDD reordering heuristic
may result in a performance, which could be difficult to predict, e.g., in DAP and ¢
for 11 agents the performance is inferior than for 12 agents. We attribute this
behaviour to the implementation of the reordering heuristic in CUDD.

Since in our experiments we consider eight different configurations of the model
checking tool, which might affect the readability of the graphs, we additionally
provide tables with the results in the appendix to this chapter.

4.8 Summary

We introduced a generalisation of reaction systems that allows for modelling
distributed systems. We also extended the notion of context automata by allowing
the behaviour of the environment also depend on the state of the reaction system.
To allow for expressing temporal and epistemic properties of multi-agent systems,

95



we defined rsCTLK, which is a logic combining rsCTL with CTLK. For the introduced
formalisms we described a symbolic model checking method based on binary decision

diagrams. The approach was implemented and evaluated experimentally on two
scalable benchmarks.
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Appendix

b xb Xz xzb zb
time | mem | time | mem | time | mem | time | mem | time | mem | time | mem | time | mem | time | mem

2 0.0 | 1458 | 0.0 14.5 0.0 | 1441 | 0.0 |14.73 | 0.17 | 14.44 | 0.22 | 14.59 | 0.03 | 14.4 | 0.04 | 1441
3] 0.03 | 16.51 | 0.03 | 16.32 | 0.01 | 15.25 | 0.03 | 16.25 | 0.61 | 14.63 | 0.99 | 14.74 | 0.09 | 14.38 | 0.09 | 14.72
4] 049 | 3731 | 047 | 37.54 | 0.05 |20.09 | 0.26 | 25.38 | 1.74 | 14.7 29 | 14.82 | 0.24 | 14.72 | 0.25 | 15.29
5 | 14.51 | 168.5 | 15.04 | 168.5 | 0.78 | 83.98 | 3.15 | 141.8 | 3.93 | 14.85 | 7.05 | 15.16 | 0.66 | 15.41 | 0.69 | 16.2
6 - - - - 14.46 | 350.3 | 132.8 | 357.2 | 7.84 | 14.96 | 14.22 | 15.31 | 2.83 | 18.76 | 2.9 | 19.01
7 - - - - - - - - 14.3 | 15.05 | 28.69 | 15.38 | 3.68 | 17.87 | 3.81 | 18.92
8 - - - - - - - - 24.8 | 15.25 | 475 | 1543 | 5.1 | 18.02 | 5.24 | 18.18
9 - - - - - - - - 42.85 | 15.29 | 85.05 | 15.84 | 6.55 | 17.21 | 6.63 | 18.91
10 - - - - - - - - 61.4 | 15.48 | 135.6 | 16.25 | 73.78 | 45.81 | 78.98 | 45.2
11 - - - - - - - - 94.47 | 15.78 | 194.9 | 16.59 | 114.5 | 47.7 | 121.3 | 47.41
12 - - - - - - - - 142.3 | 18.01 | 285.8 | 18.09 | 154.8 | 48.65 | 160.7 | 47.95
13 - - - - - - - - 209.1 | 19.88 - - 172.9 | 71.34 | 180.8 | 71.45
14 - - - - - - - - 274.8 | 16.47 - - 188.5 | 47.64 | 194.0 | 47.81
15 - - - - - - - - - - - - - - - -

Table 4.2: Verification results for TGC and ¢

b xb Xz xzb zb

time | mem | time | mem | time | mem | time | mem | time | mem | time | mem | time | mem | time | mem

2 0.0 | 1449 | 0.0 | 1459 | 0.0 |14.46 | 0.0 | 14.55| 0.06 | 14.31 | 0.13 | 14.51 | 0.03 | 14.41 | 0.03 | 14.43
3] 0.02 |16.39 | 0.03 | 16.39 | 0.01 | 14.96 | 0.02 | 16.08 | 0.14 | 14.47 | 0.55 | 14.66 | 0.09 | 14.55 | 0.09 | 14.61
4] 046 | 3753 | 049 | 3748 | 0.03 | 18.61 | 0.17 | 2445 | 0.3 |14.62 | 1.52 | 14.81 | 0.24 | 14.77 | 0.25 | 15.12
5 | 14.67 | 168.4 | 15.05 | 168.6 | 0.61 | 78.36 | 2.02 | 135.2 | 0.56 | 14.64 | 3.77 | 15.23 | 0.67 | 15.46 | 0.68 | 15.88
6 - - - - 12.27 | 349.1 | 74.86 | 357.4 | 0.95 | 14.69 | 7.84 | 15.39 | 2.87 | 18.78 | 2.87 | 18.84
7 - - - - - - - - 1.43 | 14.76 | 15.83 | 15.31 | 3.73 | 17.81 | 3.75 | 19.08
8 - - - - - - - - 2.16 | 14.88 | 27.78 | 15.7 | 5.21 | 17.98 | 5.16 | 17.97
9 - - - - - - - - 3.3 | 15.06 | 50.14 | 16.49 | 6.51 | 17.33 | 6.63 | 19.0
10 - - - - - - - - 4.58 | 15.27 | 81.99 | 17.04 | 74.72 | 45.21 | 79.36 | 45.21
11 - - - - - - - - 6.31 | 15.42 | 138.6 | 17.79 | 116.8 | 46.89 | 121.6 | 47.01
12 - - - - - - - - 8.62 | 17.75 | 207.2 | 18.38 | 158.5 | 48.22 | 161.3 | 48.3
13 - - - - - - - - 11.48 | 19.8 - - 174.9 | 70.82 | 180.3 | 70.5
14 - - - - - - - - 13.9 | 16.4 - - 188.1 | 47.99 | 194.5 | 48.35
15 - - - - - - - - 18.8 | 25.36 - - - - - -
16 - - - - - - - - 22.71 | 21.89 - - - - - -
17 - - - - - - - - 31.24 | 117.8 - - - - - -
18 - - - - - - - - 49.24 | 184.8 - - - - - -
19 - - - - - - - - 95.46 | 331.5 - - - - - -
20 - - - - - - - - 69.38 | 138.1 - - - - - -

Table 4.3: Verification results for TGC and ¢o
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b X xb Xz xzb zb
time | mem | time | mem | time | mem | time | mem | time | mem | time | mem | time | mem | time | mem
2 0.0 | 1459 | 0.0 |1459| 0.0 |14.52| 0.0 |14.52 | 0.08 | 14.41 | 0.09 | 14.53 | 0.03 | 14.45 | 0.03 | 14.45
3] 003 | 1649 | 0.03 | 16.45| 0.01 | 15.57 | 0.01 | 1543 | 0.3 |14.64 | 0.3 | 14.63 | 0.09 | 14.58 | 0.09 | 14.53
4 | 0.51 | 3744 | 0.48 | 37.48 | 0.08 | 21.62 | 0.08 | 21.64 | 0.74 | 14.82 | 0.74 | 14.74 | 0.24 | 14.81 | 0.24 | 14.74
5 11494 | 168.5 | 14.86 | 168.5 | 1.15 | 127.5 | 1.15 | 127.5 | 1.69 | 15.11 | 1.69 | 15.26 | 0.68 | 15.41 | 0.68 | 154
6 - - - - 26.32 | 356.3 | 26.48 | 356.7 | 3.19 | 15.25 | 3.2 | 15.23 | 2.86 | 18.89 | 2.84 | 18.83
7 - - - - - - - - 548 | 15.2 5.5 15.2 | 3.72 | 17.87 | 3.73 | 17.75
8 - - - - - - - - 8.09 | 15.29 | 8.08 | 15.32 | 5.25 | 18.02 | 5.14 | 17.94
9 - - - - - - - - 13.72 | 15.55 | 13.69 | 15.6 | 6.66 | 17.28 | 6.67 | 17.35
10 - - - - - - - - 20.91 | 15.84 | 21.09 | 15.85 | 78.34 | 45.12 | 78.85 | 45.41
11 - - - - - - - - 32.18 | 16.51 | 32.19 | 16.6 | 120.2 | 46.9 | 121.5 | 46.72
12 - - - - - - - - 44.32 | 18.03 | 44.39 | 17.97 | 162.3 | 48.11 | 161.6 | 48.54
13 - - - - - - - - 62.25 | 19.98 | 61.44 | 19.95 | 181.3 | 70.71 | 181.3 | 70.87
14 - - - - - - - - 87.65 | 17.35 | 87.47 | 17.24 | 1953 | 47.6 | 193.6 | 48.13
15 - - - - - - - - 120.3 | 25.23 | 118.7 | 25.47 - - - -
16 - - - - - - - - 164.2 | 22.05 | 164.1 | 22.29 - - - -
17 - - - - - - - - 252.9 | 118.1 | 252.7 | 118.0 - - - -
18 - - - - - - - - 288.9 | 184.7 | 289.8 | 184.7 - - - -
19 - - - - - - - - - - - - - - - -
Table 4.4: Verification results for TGC and ¢3
X xb xz xzb zb
time | mem | time | mem | time | mem | time | mem | time | mem | time | mem | time | mem | time | mem
2| 00 | 1459 | 0.0 |1447| 0.0 |1452| 0.0 |14.56 | 0.08 | 14.46 | 0.08 | 14.49 | 0.03 | 14.45 | 0.03 | 14.45
31 0.03|16.44 | 0.03 |16.39 | 0.01 | 1557 | 0.01 | 1552 | 0.3 | 14.62 | 0.3 | 14.64 | 0.09 | 14.6 | 0.08 | 14.63
41048 | 3747 | 049 | 3737 | 0.08 | 21.84 | 0.08 | 21.63 | 0.73 | 14.82 | 0.73 | 14.73 | 0.24 | 14.82 | 0.25 | 14.85
5| 143 | 168.5 | 15.14 | 168.5 | 1.12 | 127.5 | 1.15 | 127.5 | 1.7 | 1513 | 1.7 | 15.13 | 0.68 | 15.38 | 0.67 | 15.4
6 - - - - 26.16 | 356.6 | 26.38 | 356.5 | 3.21 | 15.25 | 3.19 | 15.23 | 2.84 | 18.71 | 2.84 | 18.89
7 - - - - - - - - 5.41 | 15.27 | 546 | 15.25 | 3.74 | 17.81 | 3.7 | 17.87
8 - - - - - - - - 8.09 | 1534 | 81 | 1528 | 5.11 | 17.99 | 5.21 | 17.9
9 - - - - - - - - 13.64 | 15.63 | 13.8 | 15.67 | 6.54 | 17.44 | 6.67 | 17.21
10 - - - - - - - - 21.18 | 15.82 | 21.07 | 15.84 | 78.84 | 45.1 | 79.17 | 45.12
11 - - - - - - - - 32.14 | 16.54 | 32.08 | 16.47 | 120.9 | 47.2 | 121.7 | 47.51
12 - - - - - - - - 44.49 | 18.03 | 44.42 | 17.96 | 160.2 | 48.54 | 160.3 | 48.27
13 - - - - - - - - 62.43 | 19.94 | 62.41 | 19.9 | 180.0 | 71.06 | 180.0 | 70.65
14 - - - - - - - - 87.99 | 17.32 | 87.84 | 17.38 | 195.6 | 47.92 | 194.3 | 47.93
15 - - - - - - - - 120.8 | 25.29 | 120.6 | 25.23 - - - -
16 - - - - - - - - 165.4 | 21.86 | 164.8 | 21.77 - - - -
17 - - - - - - - - 252.5 | 118.2 | 253.3 | 117.8 - - - -
18 - - - - - - - - 290.4 | 184.6 | 289.8 | 184.8 - - - -
19 - - - - - - - - - - - - - - - -
Table 4.5: Verification results for TGC and ¢4
b X xb Xz xzb zb
time | mem | time | mem | time | mem | time | mem | time | mem | time | mem | time | mem | time | mem
2 0.0 14.5 0.0 | 1453 | 0.0 | 1453 | 0.0 |14.71| 0.31 | 14.52 | 0.28 | 14.64 | 0.03 | 14.43 | 0.03 | 14.36
3] 002 | 1742 | 0.02 | 17.44 | 0.04 | 1843 | 0.05 | 17.33 | 1.12 | 14.69 | 1.16 | 14.72 | 0.08 | 14.61 | 0.08 | 14.73
4] 034 | 4284 | 031 | 43.07 | 1.75 | 7533 | 1.62 | 74.25 | 4.63 | 1547 | 6.03 | 15.55 | 0.2 | 15.32 | 0.21 | 15.81
5 | 347 | 194.0 | 3.39 | 194.2 | 104.0 | 341.5 | 71.08 | 317.8 | 21.96 | 18.79 | 21.47 | 18.25 | 0.63 | 17.2 | 0.66 | 17.9
6 | 57.69 | 256.3 | 59.28 | 257.3 - - - - 91.59 | 25.73 | 61.98 | 22.84 | 2.22 | 17.5 | 2.22 | 17.47
7 - - - - - - - - 120.9 | 20.19 | 94.46 | 18.79 | 5.34 | 25.18 | 5.45 | 35.35
8 - - - - - - - - 351.2 | 24.46 | 251.4 | 22.18 | 26.09 | 135.7 | 28.6 | 128.3
9 - - - - - - - - - - 423.9 | 26.61 | 14.73 | 40.47 | 14.93 | 41.32
10 - - - - - - - - - - - - 20.01 | 43.21 | 19.39 | 21.69
11 - - - - - - - - - - - - 273.6 | 363.8 | 118.8 | 70.17
12 - - - - - - - - - - - - 56.05 | 77.72 | 54.08 | 36.77
13 - - - - - - - - - - - - 195.9 | 264.0 | 112.4 | 67.86
14 - - - - - - - - - - - - - - - -
Table 4.6: Verification results for DAP and ¢
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b xb Xz xzb zb
time | mem | time | mem | time | mem | time | mem | time | mem | time | mem | time | mem | time | mem

2 0.0 | 1462 | 0.0 |1462| 0.0 |14.47| 0.0 | 14.59 | 0.17 | 14.54 | 0.18 | 1449 | 0.03 | 14.33 | 0.03 | 14.38
3] 0.02 | 1746 | 0.02 | 17.32 | 0.02 | 16.8 | 0.02 | 16.74 | 0.73 | 14.78 | 0.72 | 14.82 | 0.08 | 14.53 | 0.08 | 14.53
4 0.3 | 4287 | 0.3 | 4292 | 0.58 |40.98 | 0.55 | 41.01 | 3.9 | 1553 | 3.92 | 1547 | 0.2 | 1517 | 0.2 | 15.14
5| 343 | 193.6 | 3.36 | 193.3 | 13.65 | 183.1 | 13.84 | 183.2 | 10.39 | 17.85 | 10.46 | 17.97 | 0.61 | 17.28 | 0.61 | 17.33
6 | 58.39 | 257.4 | 58.42 | 257.1 | 495.7 | 787.3 | 496.6 | 787.3 | 32.97 | 17.87 | 33.07 | 18.06 | 2.2 | 16.93 | 2.19 | 17.02
7 - - - - - - - - 53.05 | 18.71 | 53.82 | 18.66 | 5.31 | 22.89 | 5.26 | 22.66
8 - - - - - - - - 153.0 | 22.13 | 152.7 | 22.44 | 26.04 | 39.76 | 26.08 | 40.11
9 - - - - - - - - 260.9 | 26.56 | 263.0 | 27.03 | 14.62 | 40.21 | 14.7 | 40.05
10 - - - - - - - - 434.9 | 27.29 | 435.0 | 27.02 | 19.06 | 21.1 | 19.11 | 21.1
11 - - - - - - - - - - - - 117.2 | 67.03 | 117.5 | 67.08
12 - - - - - - - - - - - - 54.19 | 26.71 | 54.3 | 26.68
13 - - - - - - - - - - - - 111.6 | 51.94 | 112.0 | 51.36
14 - - - - - - - - - - - - - - - -

Table 4.7: Verification results for DAP and ¢9
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CHAPTER 5

Model checking for rsLTL

In this chapter we define reaction systems with discrete concentrations and a variant
of linear-temporal logic. For the introduced formalisms we provide a bounded
model checking method.

5.1 Reaction systems with discrete concentrations

The enabling of some of biochemical reactions encountered in practical applications
depends not only on the availability of the necessary reactants and the absence
of inhibitors, but also on their concentration levels. To address this aspect in
biochemical modelling, we introduce an extension of the basic reaction systems
supporting an explicit representation of the discrete concentration levels of entities.
The resulting model uses multisets of entities, but otherwise it retains key features
of the original framework. The main new idea is that the k' level of concentration
of an entity x is represented by a multiset containing & copies of x.

In what follows, a multiset over a set X is any mapping b : X — {0,1,...}, and
the empty multiset @ x is one which always returns 0. For @ x we simply write &,
when X is clear from the context. If b is a multiset over X, we write b € B(X),
where B(X) is the set of all multisets over X. For a finite set B of multisets over X,
/N\(B) is the union of multisets, i.e., is the multiset over X such that N\(B)(z) =
max({0} U {b(z) | b € B}), for every x € X. For two multisets, b and b’, we
denote b < b’ if b(x) < b/(x), for every € X. The carrier of a multiset b is the
set carr(b) = {x € X | b(x) > 0}.

Definition 5.1.1. A reaction system with discrete concentrations (RSC) is a
pair C = (5, A), where:

— S is a finite background set

— and A is a nonempty finite set of c-reactions over the background set.
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Each c-reaction in A is a triple a = (r,1i, p) such that r, i, p are multisets over S
with r(e) < i(e), for every e € carr(i).

The multisets r, i, and p are respectively denoted by r,, i,, and p, and called
the reactant, inhibitor, and product concentration levels of c-reaction a. An entity e
is an inhibitor of a whenever e € carr(is).

A c-reaction a € A is enabled by t € B(S), denoted eny(t), if r, < t and
t(e) < ig(e), for every e € carr(iy). The result of a on t is given by res,(t) = pq
if eng(t), and by res,(t) = @g otherwise. Then the result of A on t is:

resa(t) = M{resq(t) |a € A} = M{pa | a € A and engy(t)}.

In the above, t is a state of a biochemical system being modelled such that,
for each entity e € S, t(e) is the concentration level of e (e.g., t(e) = 0 indicates
that e is not present in the current state, and t(e) = 1 indicates that e is present
at its lowest concentration level). A c-reaction a is enabled by t and can take
place if the current concentration levels of all its reactants are at least as high as
those specified by r,, and the current concentration levels of all its inhibitors (i.e.,
entities in the carrier of i,) are below the thresholds specified by i,.

Definition 5.1.2. A context restricted reaction system with discrete concentra-
tions (CRRSC) is a pair CR-C = (C,2) such that C = (S, A) is a reaction system
with discrete concentrations, and 2 = (Q, ¢, R) is a context automaton over B(S).

The dynamic behaviour of CR-C is then captured by the state sequences of its
interactive processes.

Definition 5.1.3. An interactive process in CR-C is m = ((,~y,6), where:

- C=1(90,91,---59n), ¥ = (co,€1,...,¢p), and § = (dg,dy,...,dy)
~ q0,q1,- -, qn € Q with qo = ¢

~ €0,C1,--+,Cp,ydo,d1, ..., dn € B(S) with dg = T

~ i, Ci, qi+1) € R, for every i € {0,...,n — 1}

- d; =resa(M{di—1,ci—1}), for every i € {1,...,n}.

Then the state sequence of mis 7 = (wq,...,wy) = (M {co,do},...,N{cn,dn}).

An intuitive representation of an interactive process in CRRSC is depicted in
Figure 5.1.

A context restricted reaction system with discrete concentrations CR-C = (C, )
is a finite state system since it comprises finitely many c-reactions and finitely many
multisets labelling the arcs of its context automaton. More precisely, let #cr.c(€)
be the maximum integer assigned to e € S in all the multisets of entities occurring
in both C and 2. Then, w(e) < #cr-c(e), for all e € S and all states occurring in
the state sequences of the interactive processes in CR-C. (Note that this bound
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Figure 5.1: Interactive process in CRRSC

can be improved by ignoring the reactant and inhibitor multisets in c-reactions.)
Moreover, the behaviour of CR-C can be simulated by a suitable context restricted
reaction system.

To construct such a system, for every t € B(S), we define two sets of entities:

I'(t)={ei|eec SAtle)=1i>0}

and
FCau(t) ={ei|ee SAL<i<t(e)}.

The e.i’s will be entities of the system we are going to construct. Note that Iy (t)
is a downward-closed set in the sense that if e.i € T'yy(t) and ¢ > 1, then
el,...,e.(i-1) € Tyy(t). In fact, I'yy is a bijection from B(.S) to all the downward-
closed sets, and its inverse I'j; is given by I'. 1 (Z)(e) = max{{0} U {i | e.i € Z}},
for every e € S. In what follows, I'y; and T',;; will be applied component-wise to
sequences of respectively multisets and downward-closed sets. For such CR-C, we
define the corresponding context restricted reaction system as ©(CR-C) = (R,2l) =
(5", A", (Q, g™t R)), where:

~ S ={ei|leeSand 1<i<H#ccle)l}
- A= {(P(I‘),F(i),ra”(p)) ‘ (r,i,p) € A}> and
- R ={(2,Tau(c),2) | (z,¢,2') € R}.

It is straightforward to see that ©(CR-C) is well-defined.

As to the complexity of the translation, the number of reactions, states and
arrows remains the same. Moreover, the representations of reactions and inhibitors
are of the same order. What changes is the size of the background set, in the worst
case by the factor max{#cr-c(e) | € € S} as well as the representations of products
and contexts (again by the same factor).

We will now investigate a very close correspondence between ©(CR-C) and CR-C.
First, we observe that, by the definitions of A’ and R’, all sets of entities occurring
in the interactive processes of O(CR-C) are downward-closed. Then we obtain that
all interactive processes of CR-C can be simulated by ©(CR-C).
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Theorem 5.1.4. If 7 = ((,7,0) is an interactive process in CR-C, then 7' =
(¢, Tau(7), Tau(6)) is an interactive process in ©(CR-C).

Proof. Tt suffices to show for w in the state sequence of 7, T'yy(resa(w)) =
resa (Lan(w)). Suppose a = (r,i,p) € A and ¢’ = (I'(r),['(i),Tau(p)) € A’. We
first observe that a is enabled in w (i.e., r < w and w(e) < i(e), for all e € carr(i))
iff @’ is enabled in Ty (w) (ie., I'(r) C Tyy(w) and T'(i) N Tyy(w) = &). Moreover,
it is easy to check that T'y(resq(w)) = resqy (Lo (w)). O

Moreover, all interactive processes of ©(CR-C) simulate those of CR-C.

Theorem 5.1.5. If 1 = ((,7,9d) is an interactive process in ©(CR-C), then
™ = (¢, T (), Tt (9))

s an interactive process in CR-C.

The proof of Theorem 5.1.5 is similar to the proof of Theorem 5.1.4. We have

therefore obtained a one-to-one correspondence between the interactive processes
of ©(cr-C) and CR-C.
Remark 5.1.6. From the point of view of enabling c-reactions, not all concentration
levels are important and, consequently, they do not need to be represented in the
states of ©(CR-C). To achieve the desired effect, all one needs to do is redefine Iy,
in the following way:

L) =T(t) U Tau(t) N | T(ra) UT (1))
acA

Note that syntactically CRRS are a subclass of CRRSC, such that all the
concentration levels in CRRSC are limited to the value of at most one, that is, for
any t € B(S) and for any e € carr(t) we have t(e) = 1.

When dealing with concentration levels we often need to perform incrementation
and decrementation operations. For this we need an additional notation: in the
remainder of this dissertation we use the notation e — i to indicate the multiplicity
of an entity e in a multiset of entities, e.g., {z +— 1,y — 2} is a multiset with one
copy of x, two copies of y, and nothing else. If the multiplicity of an entity is 1, we
may also simply omit the value, e.g., {z,y — 2}.

5.2 Linear-time temporal logic for reaction systems

In this section we demonstrate how linear-time temporal logic can be used to express
properties of reaction systems. Firstly, for the convenience of specifying multisets
over a given set .S we introduce the following grammar of multiset expressions:

an=true|e~cle~e|-alaVa,

where ~ € {<,<,=,>,>}, e € 5, and ¢ € IN. The set of all the multiset expressions
over S is denoted by BE(S). Let b be a multiset over S. The fact that a holds
in b is denoted by b = a, where the relation = is defined recursively as follows:
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b & true for any b € B(.5),
blEyer~c iff b(e) ~ec,

b ’:b €1 ~ €2 iff b(el) ~ b(eg),

b l:b -a iff b b&b a,
b}:bal\/ag iff b):bal orb}:bag.

Next, we derive the conjunction operator: a; A as dg —(—a; V —ag). Notice that
for ~ the entire set of relations is not required since we can use the logical operators
to obtain the same expressiveness with a minimal set of those operators.

The language of reaction systems linear-time temporal logic (rsLTL, for short)
is defined by the following grammar:

pu=aldNP OV S| Xed | PUad | $Rad,

where a € BE(S).

The logic captures requirements imposed on paths in the model of a CRRSC.
Intuitively, X,¢ means ‘following an action satisfying a, ¢ holds in the next state’,
¢1Uqd2 means ‘g2 holds eventually, and ¢; must hold at every preceding state,
following only actions satisfying a’, and ¢1R;¢2 means ‘following only actions
satisfying a, ¢2 holds up to and including the first state where ¢ holds’.

For a given CR-C we define its model, which is then used to formally define the
semantics of the introduced operators.

Definition 5.2.1. Let crR-C = (C,2l), where C = (S, A) is a reaction system with
discrete concentrations, and 2 = (Q, ", R) is a context automaton over B(S).
Then, the model for CrR-C is a triple M = (W, wy, —), where:

1. W= B(S) x Q is the set of states,

2. W = (@, q"") is the initial state,

3. — C W x B(S) x W is the transition relation such that for all w,w’, a €
B(S), a,9 € Q: ((w,q),o,(W',q)) € — iff: (q,0,¢) € Rand w' =
resa(M{w,a}). Each element (w,o,w') € — is denoted w — w’.

The paths in rsLTL are defined as sequences of states interleaved with actions,
i.e., the context multisets.

Definition 5.2.2. A path is an infinite sequence o = (wg, g, Wi, a1, ... ) of states
and actions such that: w; — w1 and oy € B(S) for ¢ > 0.

Let o be a path. For each i > 0, the i state w; of the path o is denoted by o(i),
and the i*" action o of the path o is denoted by o,(i). Let 04(i) = (w;, ¢;) for each
i > 0. Then, with o,(i) and 0., (i) we denote w; and ¢;, respectively. Let i > 0, then
by o we denote the suffix of o such that o = (05(i), 04(i), 0s(i + 1), 0,(i +1),...),
ie., 08(j) = 05(j +1) and o (j) = 04(j + i) for each j > 0. By Iy we denote the
set of all the paths of the model M, whereas by IIx((w) we denote the set of all
the paths that start in w € W, that is, IIyq(w) = {0 € IT | 05(0) = w}.

105



Definition 5.2.3. Let M = (W,w™ —) be a model and o € IIy be a path
of M. The fact that ¢ holds over ¢ is denoted by M,o = ¢ (or o = ¢ if M is
implicitly understood), where the relation = is defined recursively as follows:

okEa iff  o04(0) = a,

cE¢ Vo iff o ¢ oro oo,

J):¢1/\¢2 iff 0}:¢1and0|:¢2,

o = Xah1 iff  0,(0) =y a and ol |= 1,

ol Uag il (3 > 0)(o7 =
and (VO <1< j)(o! = ¢1 and a4(1) | @),

o= ¢1Rag2  iff (V) > 0)((07 = ¢2 and (YO <1 < j)(0a(l) FFp a))
or (30 <1< j)(o' = ¢1)).

d d
Next, we derive the following operators: a = ¢ éf —aV ¢, Guop éf falseRq¢,

Faoo déf trueUq,¢. Moreover, we assume a = true when a is unspecified for any
of the rsLTL operators, e.g., F¢ is the same as Fyy.¢. The fragment of rsLTL
where a = true for all the multiset expressions a is called LTL. Moreover, if the
exact concentration levels are irrelevant, we may simply write e for e > 0 and —e
for e = 0.

An rsLTL formula holds in a model iff it holds in all the paths starting in its
initial state, i.e., M |= ¢ iff 0 = ¢ for all o € ITy((w"™*). Additionally, a formula
may also hold existentially in a model, i.e., M [=3 ¢ iff there exists o € Iy (w™)
st. o = ¢.

Given CR-C and an rsLTL formula ¢, rsLTL model checking is the problem of
deciding whether M = ¢, where M is the model for CR-C. The existential rsLTL
model checking problem is the problem of deciding whether M =3 ¢.

Example 5.2.4. We consider an abstract RSC C = ({z,y, h,m},{a1,aq,...,a6}),
where:

{y—1Lz—=1}{y—2,h— 1}, {y — 2}),

—a = (
—as={y— 2,2~ 2}, {y— 3, h— 1},{y — 3}),
—a3={y—3,h— 1}, {y— 4, h— 2}, {y— 4}),
—as={y—4,h— 1}, {h— 2}, {y — 3}),
—as={y—4,z— 2} {h— 1}, {y—2}),
—ag={mw— 1} {y— 3}, {m — 1}).

We define a context automaton 20 = ({qo, 91}, 90, {71, 72,.-.,77}), where:
{z—1,y—1,m—1}
-~ T =90 qi,
{z—1}
—re=qr — q1,

{z—2}
- r3=q1 — qi1,
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{z—1,h—1}
—ra=qr ——— 41,

{z—2,h—1}

- r5=q1 — (1,
{h—1}

- Te=0q1 — q1,
{h—2}

—rr=q —q1

Finally, we define CR-C = (C,2l). Intuitively, the system produces the entities y
and m at different concentration levels. If there is y present with the concentration
level of exactly one unit, the entity = is provided, and h is not present, then the
concentration level of y is increased by one unit, i.e., y — 2 is produced. In the
next step, the concentration of y is increased further, but the concentration of x
is required to be at the level of two units. The level of y increases from three to
four units when the level of h is exactly one unit. Then, if h is being continuously
provided at the level of exactly one unit, the concentration of y oscillates between
four and three units. When y is present at the concentration level of at least four
units, = is at the concentration level of two units, and A is not provided, the level
of y drops to two units. Additionally, when m is provided, it is sustained at the
level of one unit unless y reaches the level of three units.

Let M be the model for CRRSC. We formulate the following rsLTL properties
interpreted in M:

$1 = Guo((y =2) = Xuz1(y > 3)),
P2 = Fuso((y = 2) A Xy>1(y < 3)),
¢3 = X((y = 3)R(m > 1)).

The formula ¢; states that, globally, when x > 0 is supplied in the context (by
the context automaton), and if y = 2 then in the next state y > 3, if z > 1 is supplied
in the context. This property holds existentially in the model, i.e., M =3 ¢1.
However, it does not hold universally, i.e., M [~ ¢;. Let us consider ¢o = —¢y.
The formula holds existentially in the model, i.e., M =3 ¢2 and ¢2 expresses the
property for the counterexample of ¢;.

The property described by ¢3 holds in a path, where: when y = 3 holds, it
releases m > 1 from holding, otherwise m > 1 is required to hold. The release
property is required to hold after one step, i.e., by using the next-step operator we
skip the first step of the path where 03(0) = @. O

Next we define additional notation that will be used in complexity considerations
for rsLTL.

Definition 5.2.5. Let a € BE(S). Then, |a| is the size of a, which is defined
recursively as follows:

— if a = true, then |a| =1,

—ifa=e; ~cora=e; ~ e, where ej,es € S and ¢ € IN, then |a| = 2,
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— if a = —d/, then |a| = || + 1,

—ifa=d vd’, then |a| = |d| + |a”|.
Definition 5.2.6. Let ¢ be an rsLTL formula. Then, op(¢) is the number of
operators used in ¢, which is defined recursively as follows:

— if ¢ = a, where a € BE(SS), then op(¢) = 0,

— if ¢ = Xa¢1, then op(¢) = op(¢1) + 1,

—if ¢ € {d1V d2, 91 A P2, 01Uad2, $1R1 92}, then op(¢) = op(¢1) + op(¢2) + 1.
Definition 5.2.7. Let ¢ be an rsLTL formula, then mbe(¢) is the size of the largest

expression a € BE(S) with respect to |a| used in ¢. Then, mbe(¢) is defined
recursively as follows:

if ¢ = a, where a € BE(S), then mbe(¢) =0,

— if ¢ € {1 V @2, 01 A P2}, then mbe(¢p) = maz({mbe(p1), mbe(pa)}),

— if ¢ = Xa¢1, then mbe(¢) = maz({|a|, mbe(¢1)}),

— if ¢ € {Pp1Uap2, p1Rap2}, then mbe(¢) = maz({|al, mbe(¢1), mbe(pa)}).

5.2.1 rsLTL as LTL

Here we demonstrate how the model checking problem for rsLTL can be trans-
lated into LTL model checking. The verification method presented in Section 5.3
encodes CRRSC and rsLTL directly and does not use this translation.

Let ¢ be an rsLTL formula and cR-C = (C,2l) where 2 = (Q, 9™, R) and the
set of transitions of 2 is defined as R = {t1,...,t,}. The aim of the translation
is to define cR-C’ and an LTL formula ¢’ such that M and M’ are the models
for cR-C and cR-C’, respectively, and M = ¢ iff M' = ¢'.

Intuitively, the translation consists of defining CRRSC that for each context
entity provided by the context automaton produces the corresponding entity in
the state of RSC. These entities indicate which context entities were provided
immediately before the system transitioned to a given state, i.e., via which context
the current state was reached. Then, the original rsLTL formula is translated into
an LTL formula where all the multiset expressions restricting contexts are expressed
as constraints on the states.

First, we define a set of entities corresponding to the transitions of 2I:

S, = {*i ’ t; € R}

Next, we define the set of the entities that are used to distinguish from the ordinary
entities the entities that were supplied by the context:

S.={e|eec S}
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Alternatively, the set can be made smaller by only selecting the entities that are
used in the context automaton, i.e., S, = {¢ | (3t € R)(t = (¢ = q')Ae € carr(c))}.
Let cr-C' = (C',2), then C' = (S5, A") where:

S'=SUS,US..

The set of reactions of C’ is defined as A’ = A U A, where the set A, consists of
the following reactions defined for each transition ¢; € R:

({xi = 1}, @g,{é—cle) | ti= (9= q) Ae € carr(c)}).

The context automaton uses a modified transition relation and is defined as A’ =
(Q,q"™t R') where:

R={q5q|3teR)(ti= (0 = q) Ac=MN(cy, {xi — 1})}.

Finally, we define the translation of multiset expressions interpreted over context
sets with repl(a) we denote the expression a where each occurrence of e € S in a
is replaced with é. For an rsLTL formula ¢ we recursively define the translation
tr'™(¢) such that tr'™(¢) is an LTL formula.

— if ¢ = a and a € BE(S), then tr'™(¢) = ¢,

— if ¢ = @1 V @9, then tr'™(¢) = tr'™(¢p1) V tr'™(¢p2),

— if ¢ = @1 A @g, then tr'™(¢p) = tr'™(p1) A tr'™(¢p2),

— if ¢ = Xq¢1, then tr*™(¢) = X(repl(a) A tr*™(¢1)),

= if ¢ = p1Uag2, then tr'™(¢) = (repl(a) A tr'*"(¢1))Utr™ (¢2),

— if ¢ = ¢1Rup2, then tr'™ (@) = tr'™(¢1)R (repl(a) A tr'™(¢2)).
Construction of Sy, A, and 2’ require O(|R|) steps, while the set S, can be built
in O(|S|) steps. The translation of the formula ¢ runs in O(op(¢) - mbe(¢)), since
for each temporal operator the associated expression a € BE(S) needs to be re-
written using the entities of S., each rsLTL operator has a constant number of

arguments, and mbe(¢) is the largest a used in ¢. Therefore, the translation runs
in O(|R[ + |S| + op(¢) - mbe(¢)).

_

5.2.2 Complexity analysis

In this section we show that rsLTL model checking is PSPACE-complete.

Firstly, we define the reachability problem for CRRSC. Let n > 0 be an integer.
A result d € B(S) is n-step reachable in CR-C if there exists an interactive process
m = ((,7,0) in CR-C such that § = (do,dy,...,dy) and d,, = d. We say that d is
reachable in CR-C if there is n > 0 such that d is n-step reachable in CR-C.

Lemma 5.2.8. The reachability problem for CRRSC is PSPACE-hard.
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Proof. The proof is by reduction of a PSPACE-complete problem to the reachability
problem for CRRSC. Let us take the problem of reachability of configurations of
polynomial-space Turing machines, which is a PSPACE-complete problem [Papadim-
itriou, 1994]. The presented reduction is similar to the ones of [Formenti et al.,
2014a] and |[Dennunzio et al., 2016].

Let TM = (Q,%,T,0,qr1,qr) be a deterministic single-tape Turing machine,
where @ = {q1,...,qm} is the set of states, ¥ = {0,1} is the input alphabet,
' =X U {>} is the tape alphabet, and q7, gr € Q are, respectively, the initial and
the accepting state of TM. The transition function is defined as § : Q@ x I' —
Q xI' x {—1,0,1}. The input string always starts with the symbol > that is never
written or changed by TM, i.e., for all the transitions d(q,v) = (¢,7/,d) we have
v = iff 4/ =»>. Moreover, if v = >, then the tape head moves right, i.e., d = 1.
A configuration of TM is a tuple C = (g, z, pos), where ¢ € @ is a state, z € ¥* is
the tape content and pos is the head position. The initial configuration of TM is
defined as Cinit = (q1,71 ---7n, 1), where the current state of TM is gz, the tape
head is at position 1, and ~; ...yny € X* is an input string of length N. We also
assume TM is polynomially space-bounded [Baier and Katoen, 2008|, i.e., there is
a polynomial P such that for an input v ...vy € X* the machine visits at most
the first P(N) cells of the tape. We assume P(N) > N.

The aim of this construction is to define CR-C = ((.5, A), ) that preserves the
following property: a configuration C is reachable in TM from C,; if and only if
the state of CR-C corresponding to the configuration C' is reachable in CR-C.

We begin by introducing the background set S = {e, h,w,..., wp(N)}. The
concentration levels of e are used to encode the states of ): we define a bijection
c:Q — {l,...,m} assigning concentration levels to the states, i.e., {e — c(q)}
encodes g € ). The concentration of h denotes the position of the tape head (the
concentration level values for h are taken from the set {0,..., P(N) + 1}). The
entities wy, ..., wp(y) encode the symbols on the tape, i.e., tape contents.
Configurations of TM. Let n < P(N). The configuration C = (q,71 .. .V, pos) is
encoded in CR-C as follows:

conf omc(C) = | {e — c(q),h — pos}U U {wj =} |- (5.1)
Jje{1,...,n}

Next, we define the reactions of A that aim to emulate the steps of TM in CR-C.
Transition function. For each transition d(q,v) = (r,7/,d) and each tape head
position pos € {1,..., P(N)} we define the following reaction:

({e — c(q), h = pos, wpos — 7},
{e— (c(q) +1),h— (pos+ 1), wpes — (1 —7)},
{e s c(r),h — (pos+d), wpes — 7'}).

The reactants encode the concentration levels encoding the state, the head position,
and the symbol for the transition to be enabled. The inhibitors are used to enforce
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exact concentration levels by not allowing concentrations higher than specified
by the reactants. Finally, the products encode the successor state, the new head
position, and the symbol written on the tape.

Tape contents. For all i, pos € {1,..., P(N)} such that i # pos, we define reactions
that preserve the i** symbol of the tape if the tape head is at a different position pos.

({w; — 1, h — pos},{h — (pos+ 1)}, {w; — 1}).

Tape boundaries. If the tape reaches >, then the enforced move right is encoded
using the following reaction:

({e— 1}, {h— 1},{h — 1}).

The reaction is enabled in any state ¢ € Q) as there is no upper bound on the
concentration level of e. We do not need to handle the remaining boundary of the
tape since we assume TM visits only the first P(IV) cells of the tape; however if
the head reaches the position P(NN) + 1 the computation halts since no transitions
are enabled when the tape head at the position P(N) + 1.
Context automaton. We define 2 = ({qo, q1}, g0, R) with the following transition
relation:

R ={q0 % qr,q1 = q1}.
The role of the context automaton is to provide the encoded initial configuration
as the initial context and allow for the subsequent computation steps by providing
transitions with empty contexts.

The reduction runs in polynomial time since the encoding of the transition
function requires O(P(N) - |4]) reactions' and the encoding of the preservation of
the tape contents requires O(P(N)?) reactions. The construction of CR-C ensures
that a configuration C' is reachable in TM if and only if conf ., o(C) is reachable
in CR-C. Therefore, the reachability problem for CRRSC is PSPACE-hard. [

The reachability of d € B(S) can be expressed in terms of existential rsLTL
model checking using the following formula:

e€carr(d)
Therefore, from Lemma 5.2.8 we also get the following result.
Corollary 5.2.9. The existential rsLTL model checking problem is PSPACE-hard.

Let ¢ be an rsLTL formula, CR-C be a CRRSC, and M be the model for CcrR-C.
The existential decision problem yields true if M =3 ¢, and false otherwise.
Since M |= ¢ if and only if M [£3 —¢, the universal decision problem yields true
if and only if the existential variant of the problem for —¢ yields false.

!The size of the transition function § is denoted by |4].
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Therefore, from the PSPACE-hardness of the existential rsLTL model checking
problem we get PSPACE-hardness of its universal variant. This follows from the
fact that coPSPACE = PSPACE, i.e., the complement of any PSPACE-hard problem
is also PSPACE-hard [Papadimitriou, 1994].

Corollary 5.2.10. The rsLTL model checking problem is PSPACE-hard.
Lemma 5.2.11. The rsLTL model checking problem is in PSPACE.

Proof. Since there is a polynomial translation of the rsLTL model checking problem
to the LTL model checking problem, it is sufficient to show the LTL model checking
problem for CRRS is in PSPACE.

The proof follows the same reasoning as the one for Lemma 5.47 in [Baier and
Katoen, 2008|. It gives a nondeterministic polynomial space-bounded algorithm
solving the existential LTL model checking problem. The algorithm nondetermin-
istically guesses a path in T'S ® Gy, i.e., in the product of, respectively, a finite
transition system and a generalised nondeterministic Biichi automaton for the
verified LTL formula ¢.

However, here TS is not given as the input and needs to be obtained from CRRS.
In fact, it only must be possible to obtain a successor state in polynomial space
and a method for that is demonstrated in the proof of Lemma 4.4.3 for the rsCTLK
model checking problem. The proof also uses the same technique as the proof of
Lemma 3.4.2 for rsCTL but the proof for rsCTLK additionally shows how to handle
the context automaton. d

The following theorem follows directly from Corollary 5.2.10 and Lemma 5.2.11.

Theorem 5.2.12. The rsLTL model checking problem is PSPACE-complete.

5.2.3 Bounded semantics

Motivated by various successful applications of bounded model checking to practical
problems such as software verification [Kroening and Strichman, 2016|, we focus
on the bounded model checking approach defined for finite prefixes of paths. This
approach requires us to specify when a given formula holds while considering only
a finite number of states and actions that belong to the prefix of the considered
path.

Definition 5.2.13. A path o = (wo, ao, w1, a1,...) is a (k,l)-loop (or k-loop) if
there exist k > [ > 0 such that w1 = w; and o = (wg, g, ...,q_2,w_1)(ay,
Wit+1, Q41,5 ,O[k_l,Wk)w.

The bounded semantics for rsLTL is defined for finite path prefixes. We define

a satisfiability relation that for a given path considers its first k states and k£ — 1
actions only.

Definition 5.2.14. The fact that a formula ¢ holds in a path ¢ with bound k£ € IN
is denoted by o |=F ¢. Then, o =F ¢ if and only if:

112



— o is a (k,l)-loop for some 0 <! < k and o |= ¢, or
— 0 = ¢, where:

ocEna iff  04(0) p a,

oEud1No2 it oy @1 and o =y o,

g ):nl ¢1 \ ¢2 ift o ):nl ¢1 or o ):nl ¢2>

o Enl Xa® iff k>0,04,0) = a, and ot =, &,

o Fu d1Uap  iff (30 <j < k) (0!l b2
and (VO <1< j)(co! = ¢1 and 04(1) = a))

0 Fn 91Rag2 iff (30 < j < k)(07 i ¢1 and (YO <1< ) (0" i ¢2)
and (VO <1 < j)(o4(l) b a)))

Lemma 5.2.15. Let k € IN, ¢ be an rsLTL formula, and o be a path. Then,
o EF ¢ implies o = ¢.

Lemma 5.2.16. Let ¢ be an rsLTL formula and M be a model. Then, M |= ¢
implies that there exists k € IN such that M =¥ ¢.

The proofs for these lemmas are similar to the ones for LTL [Biere et al.,
1999b|. The only difference in these proofs is related to the augmented temporal
operators that impose additional restrictions on the considered path by using
multiset expressions.

For a bound k € IN we define the relation £ for models as follows: M £ ¢
iff there exists o € Iy (W) s.t. o [=F ¢. The bounded model checking problem
for rsLTL is defined as the decision problem of checking if M |:]§ ¢ for a given
bound k£ € IN.

Based on Lemma 5.2.15 and 5.2.16 we state the following theorem:

Theorem 5.2.17. Let ¢ be an rsLTL formula and M be a model. Then, M =3 ¢
iff there exists k € IN such that M = 6.

5.3 sMT-based encoding

In this section we provide a translation of the bounded model checking problem for
rsLTL into the satisfiability modulo theory (sMT) [Kroening and Strichman, 2016]
with the integer arithmetic theory. The SMT problem is a generalisation of the
Boolean satisfiability problem, where some functions and predicate symbols have
interpretations from the underlying theory.

Let CR-C = (R,2) be a CRRSC where R = (S, 4), A = (Q,q™* R), and
let M be the model for CR-C and ¢ an rsLTL formula. For an integer k > 0 we
construct a formula [M, ¢, k] such that: M =X ¢ iff [M, ¢, k] is satisfiable. We
encode all the paths of the model M that are bounded with k. The entities of S
are denoted by e1, ..., ey, where m = |S|. For each i € {0,...,k} we introduce
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the following sets of positive integer variables used in the encoding:

P;={pi1,- - Pim}
£ £ £
Py = {pz’717 . 7pi,m}'

Let o be a path of M. Then, p;1,...,pim and pil, . ,pfm encode o(7) and o4 (1),
respectively. We also introduce the variables qp, ..., qx which are used to encode
the locations of 2(. The location o.,(7) of the context automaton is then encoded
with q;. Then, we define p; = (pi1,---,pim) and p5 = (pil, . ,pig’m). With p;[7]
and P [j] we denote, respectively, p; ; and pi ;- Then, we also define P = U?:o P;
and P¢ = U?:o P¢.

We define the following functions that map background set entities to the
corresponding variables of the encoding: for all 0 < ¢ < k we define t; : S — P;
and tf 18— Pf such that t;(e;) = pi;, tig(ej) = pf:j for all 1 < 7 < m. The
function e : @ — {0,...,]|Q] — 1} maps states of the context automaton to the
corresponding natural values used in the encoding. The set of the reactions that
are capable of producing e € S is defined as Prod(e) = {a € A | pa(e) > 0}.
Let f1, f2, f3 be expressions over P UP¢ | then we define the if-then-else operator:

fi—= fal fa=(finf2)V(mfiAf3).

To define the sMT encoding of the paths we need auxiliary functions that
correspond to elements of the encoding.

The encoding of the reactions is defined in two steps: we define a formula
encoding the condition for when a reaction is enabled and a formula encoding what
that reaction produces when it is enabled.

Enabledness. The enabledness of a reaction a € A is encoded as follows:

Eng (5, D7) = /\ (ti(e) = rale) V £§(e) > ra(e))
ecS

AN (Bile) <ia(e) AtE(e) <ile)).

eeS

The formula encodes the conditions for a € A to be enabled, i.e., in the current
state and in the context, the concentration levels of the reactants specified in r,
need to be sufficient and the concentration levels of all its inhibitors need to be
below the threshold specified by i,.

Entity concentration. To encode the produced entity concentration level of an
entity e € S we take all the reactions that have e in their products, i.e., all the
reactions of Prod(e) and order them with respect to the produced concentration
levels of e. Let ay,as,...,a, € Prod(e) and assume p,; < pg, ., for all 1 < j < w.
First, we encode the produced concentration level of entity e where j € {1,...,w}
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when there exist reactions producing e, i.e., w > 0, and at least one such reaction
is enabled (the remaining cases are handled later). The encoding is recursive and
is defined as follows:

Cl(Pi P, Piy1) =
Ena, (B;, %) — (tit1(e) = Pa,) | C2 (91, BE, Pryy) if 1<) <w,
Eng, (P;, PY) A (tis1(e) = pay) ifj=1.

In the definition of CZ (ﬁi,ﬁig,ﬁiﬂ) with the use of the if-then-else operator we
always encode the highest available concentration of e if the corresponding reaction
producing e with that concentration level is enabled. Finally, we define the complete
entity concentration encoding for all the reactions:

Ce(ﬁiaﬁigvﬁi—i-l) =
tir1(e) =0 it w=0,

C¥(p;, P, Piy1) V (( A ﬂEna(pi,p§)> A (tip1(e) = 0)) if w> 0.

a€ Prod(e)

In the above, we handle the remaining cases: (1) when w = 0, i.e., if there are
no reactions producing e, and (2) there are reactions producing e or (3) none of
them are enabled. In (1) and (3) the entity e is produced with the concentration
level 0. In (2) the recursive encoding of C¥(p;, P, Py, ) ensures production of e
and selection of its maximal concentration level by starting the encoding from a,,,
i.e., the reaction producing the highest concentration level of e.

Context. Let c € B(S) be a multiset of context entities. The encoding of c is
defined as follows:

Cte(Bf) = /\ (65 () = c(e)).

eeS

Transitions of context automaton. The encoding of the transition relation
of the context automaton is a disjunction of the encodings for each transition:

Tra(q; PHraip) = V(4= e(@) A Cte(PY) A gy = e(d)) -
(a,c,9")ER

Transition relation. We build a conjunction of the produced concentration
levels for all entities and the transition relation for the context automaton to
encode the transition relation of the model:

— —£ — — £ — =
Trer-c(Ps> %> P; y Pit1) qi+1) = </\ Ce(P;, P apiJrl)) A Tra(a;, P aqi+1)'
eeS

115



Initial state. To encode the initial state of the model where all the concentration
levels are set to zero and the context automaton is in its initial state we define the
following formula:

Init(p;, q;) = /\(t@-(e) =0) A (qz. _ e(qinit)) ‘

eeS

Paths. To encode the paths of M that are bounded with & we unroll the transition
relation up to k& and combine it with the encoding of the initial state of the model:

k—1

Paths” = Init(P, qy) A /\ TFCR-C(@,%,E‘gaEH’q7;+1)'
i=0

Formulae of rsLTL. Next, we present a translation of the rsLTL formulae into
an SMT encoding. The rsLTL encoding is based on the fixed point encoding for LTL
presented in |Biere et al., 2006].

In rsLTL, in place of propositional variables appearing in standard LTL formulae,
we use multiset expressions. Let a be a multiset expression, enc’(a) and enc(a)
denote the encoding of a using the variables of, respectively, p,; and ﬁf. The former
refers to states of RSC, while the latter refers to actions (or contexts). Since we
are defining a translation into SMT, the encodings of multisets are defined in a
straightforward way. To deal with (k,[)-loops we introduce an integer variable L.

When L = holds for a path then the path is a (k,)-loop:

k
Loops” = =(L = 0) A /\ (L =1) = EM@i—1,9-1,Pr: %))
i=1
where E encodes the equivalence of two states of the model:
m
E(Pi; a4 Pj»q;) = (4 = q;) A /\(E[C] = p,lc]).
c=1

The encoding of an rsLTL formula ¢ at the position i € {0, ..., k} is defined as [¢]*.

Firstly, we introduce the encoding for propositional formulae:

[¢]F 0<i<k
[a]} ency(a)
[¢1 A @a]l¥ | [1]F A [p2]l
[¢1V gal¥ | 1]V [pa]f

Next, we define the encoding for temporal formulae. The translations of the until
and release operators are based on the fixed point encoding for ¢TL [Clarke et al.,
1999]. The encoding introduces an auxiliary translation (<<]5>>iC that corresponds to
computing fixed point approximations.
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[o]F 0<i<k
Ko [61]E,, A encit(a)
[$1Uatr2])¥ (621 v ([61]F A ([é1Uabol,y A encet(a)
[$1Rat2] [6a] A ([1]} V ([61Rapllsy A enci'(a)))
1=k
[Xa1]¥ Vima((L=3) A 1)) A enci'(a)
[61Uadalf | L6215V ([o2)E A (Via (L =) A <<¢1ua¢2>>z+1>mnc “(a)))
[$1Rat2]E | @] A ([91)F V (Vi (L = ) A (#1Rag2)E ) A enc())
(o) 0<i<k
(#1Uat2)] (621 V ([l A ((61Uad2)y A encet (@)
{(é1Rag2) [ 8] A ([61]5 V ((1Ra2) 5y A encst(a))
1=k
(@1Uat2)! [o2]F
{#1Rag2)" 2]

The cases for [¢]¥ when i = k are considered separately: additional transitions
for j € {1,...,k} are encoded when (k,j)-loop exists, i.e., when L = j holds.
In contrast to the LTL encoding of [Biere et al., 2006], we require for all the
transitions to be constrained by the parameter a encoded with enc(a).

Finally, the bounded model checking problem for rsLTL is reduced to satisfiability

checking, i.e., to verify if M )zg ¢ we check the satisfiability of the following formula:
[M, ¢, k] = Paths® A Loops® A [¢]E.

Theorem 5.3.1. Let CR-C = (C,2) be a CRRSC, M be its model and ¢ an rsLTL
formula. For any k € IN, the formula [M, ¢, k] is satisfiable iff M =5 ¢

Proof. We assume an arbitrary k € IN. The formula [M, ¢, k] is satisfiable iff there
exists a valuation of the variables used in the encoding such that the formula is
satisfied. The valuation then represents the path prefix of a path in M for which
the formula ¢ holds. We first show that Paths® encodes path prefixes of paths
in M. There exists a path o in M and ¢ is its prefix of length k iff there exists a
valuation representing o that satisfies Paths®. Let i € {0,...,k —1}. We observe

the formula Trep_¢ is satisfied for the valuation encoding o4(7), 04(i) and o4(i + 1)

iff o5(7) 20, 0s(i+1). This follows from the encoding of C, and Try. Let us recall

that 05(7) = (0p(7),0ce(7)). For an entity e € S it is clear from the construction
that the formula C. is satisfied iff the valuation encodes the concentration level of
the entity e in o,(i + 1) that is produced by the reactions enabled in (i) with
the context o4(7). The encoding C. is applied to all e € S, i.e., the valuation must
encode in oy(i+ 1) the concentration levels of all the entities of S. The formula Try
is satisfied iff the valuation encodes a transition (q,c,q’) € R such that q = 044(1),
¢ = 04(i) and ¢/ = 0¢q(i+1). Then, the formula Paths” is satisfied iff the valuation
encodes a path prefix o* such that the state o4(0) of M is the initial state and

os(7) LLION os(i+1) forallie{0,...,k—1}.
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It remains to show that Loops® A [¢]k restricts the valuation so that the
formula [M, ¢, k] is satisfiable iff it encodes a path prefix of a path in which ¢
holds. To show this we apply the same reasoning as for LTL in [Biere et al., 2006,
Theorem 3.1], which follows by induction on the structure of the LTL formula. O

5.4 Experimental evaluation

In this section we present the results of an experimental evaluation of the translation
presented in Section 5.3. The verification tool was implemented in Python and uses
Z3 |de Moura and Bjgrner, 2008| for sSMT-solving. We implement an incremental
approach, i.e., in a single SMT instance we increase the length of the encoded
interactive processes by unrolling their encoding until a witness for the verified
property is found, instead of creating separate instances for each length tested.

Additionally, we compare the implementation for CRRSC with an implemen-
tation for CRRS by verifying reachability properties of the CRRS obtained by
applying the translation defined in Section 5.1 to CRRSC. To provide a fair
comparison, both the verification approaches were implemented in Python using
similar techniques. The implementation for CRRS is based on the encoding from
Section 5.3 which is optimised for CRRS by using Boolean variables instead of
integer variables. The translation into SMT for CRRS corresponds to the translation
for CRRSC — it is assumed that all concentration levels are equal to 1 when an
entity is present, and equal to 0 otherwise.

The reachability problem for CRRSC was defined in Section 5.2.2. However, it
can also be defined for pairs of multisets that are interpreted similarly to how the
reactants and inhibitors are used in the reaction enabledness condition. Then, the
k-step reachability can be defined for a pair p = (x,y) where x,y € B(S). We say
that p is k-step reachable if there exists an interactive process m = ({,7,0) in CR-C
such that 6 = (dg,d1,...,dg), and x < dg, dx(e) < y(e), for every e € carr(y).

5.4.1 Macro-reactions

Incrementation and decrementation operations. With 17 and | we denote
the set of reactions encoding the operation of, respectively, incrementation and
decrementation of concentration levels of e € S when g € S is present with a
non-zero concentration. With M, we denote the maximal allowed value of e. Then:

Y (fe i g1}, 89, {ei+1}) | 1<i< M}

and
WY (e i g 1), 05, {e—i—1)) |2 <i< M)

Permanency. In a similar way we introduce a set of reactions for encoding
permanency:

0L fre s iV i {ers i) | 1< < M)
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The above is a set of reactions ensuring permanency of e € S that can be inhibited
by i € B(S).

We exploit the notation to use 17, |2, and <>ie in place of regular reactions
ignoring that they are in fact sets of reactions. In the implementation for CRRSC
we introduce an optimisation where these reactions are encoded as macro-reactions,
that is, as simple operations on integer variables that increment, decrement, or
retain the value of the variable encoding concentration of e.

We assume the macro-reactions are allowed only when no ordinary reaction is
enabled.

5.4.2 Eukaryotic heat shock response

We test our implementation using an adaptation (CHSR) of the model of the
eukaryotic heat shock response (HSR) described in Chapter 3. The adaptation
defined below modifies HSR such that it uses concentrations. The heat shock
response model was originally introduced in [Azimi et al., 2014b]|.

entity description
hsp heat shock protein
hsf heat shock factor
hsfo dimerised heat shock factor
hsfs trimerised heat shock factor
hse heat shock element
mfp misfolded protein
prot protein
hsfs:hse hsfs bound with hse
hsp:mfp hsp bound with mfp
hsp:hsf | complex consisting of hsp and hsf
temp temperature value
cool decreases the temperature
heat increases the temperature

Table 5.1: Entities used in the heat shock response model.

The HSR model used stress and nostress entities to distinguish between the
presence and absence of the heat shock and it is assumed that the heat shock occurs
at (and above) the temperature of 42°C'. In CHSR this is modelled using the temp
entity. All the entities except temp remain at the concentration level of one unit.
We assume that the maximal value of the temperature modelled using the entity
temp is 50.

The background set S for the RSC modelling CHSR consists of the entities in
Table 5.1. The set A,.q comprises the reactions in Table 5.2. We also define the
set of reactions dealing with temperature Azemy :Tif,% U ¢§§f,fp U oiemp, where
i = {heat — 1, cool — 1}. By defining the set i in this way we ensure that the
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reactants inhibitors products
hsf — 1 hsp — 1 hsfq—1
hsf — 1, hsp — 1, mfp — 1 s hsfg — 1
hsf g —1 hsp — 1, hse — 1 hsf — 1
hsp — 1, hsfs — 1, mfp — 1 hse — 1 hsf — 1
hsfs — 1, hse — 1 hsp — 1 hsfs:hse — 1
hsp — 1, hsfs — 1, mfp — 1, hse — 1 s hsfs:hse — 1
hse — 1 hsfg — 1 hse — 1
hsp — 1, hsfg — 1, hse — 1 mfp — 1 hse — 1
hsfg:hse — 1 hsp — 1 hsp +— 1, hsfs:hse — 1
hsp — 1, mfp — 1, hsfs:hse — 1 s hsp — 1, hsfs:hse — 1
hsf — 1, hsp — 1 mfp — 1 hsp:hsf — 1
hsp:hsf — 1, temp — 42 s hsf — 1, hsp — 1
hsp:hsf — 1 temp — 42 hsp:hsf — 1
hsp — 1, hsfg — 1 mfp — 1 hsp:hsf +— 1
hsp +— 1, hsfs:hse — 1 mfp — 1 hse — 1, hsp:hsf — 1
temp — 42, prot — 1 s mfp — 1, prot — 1
prot — 1 temp — 42 prot — 1
hsp — 1, mfp — 1 g hsp:mfp — 1
mfp — 1 hsp — 1 mfp — 1
hsp:mfp — 1 s hsp — 1, prot +— 1

Table 5.2: Reactions of CHSR (curly brackets are omitted)

result of changing the temperature will not be overridden due to the permanency.
Finally, the RSC for CHSR is defined as:

CCHSR = (Sa Aord U Atemp)-
To define a CRRSC for Cysy we use the context automaton sy = (Q, ", R)

where Q = {qo,q1}, 9" = qo and
= {qo {hsf+—1,prot—1,hse—1,temp—35} a1,
{cool—1}
— (1,

{heat—1}
1 — 41,

@
a1 —> qi}.

Then, the CRRSC for Cepusg is defined as CR-Ceusr = (Consry Aensr). The context

set specified in 2Aqusg for the transition from 0 (the initial state) corresponds to

the initial context set used in [Azimi et al., 2014b| as the minimal set of entities

needed in HSR, together with the temp entity indicating a temperature that does
not cause the heat shock.
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First, we test the efficiency of our implementation by verifying the reachability
of the following results of CR-Ccygr:

— p1 = (x1,y1) where:
— x1 = {hsp:hsf — 1, hse — 1, prot — 1},
— y1 = {temp — 42},
- P2 = (X2’y2) where X2 = {mfp = 1}a y2 = 9gs.

Reachability of p; proves that it is possible to enter the state where CHSR may
become stable, while reachability of ps proves that it is possible for the proteins
to eventually misfold. The k-step reachability for p; is proved for k = 4, while po

P1 P2
time [s| | memory [MB] | time [s| | memory [MB]
CRRS 17.32 25.08 38.78 28.38
CRRSC 0.35 24.87 0.93 24.99
| improvement | 49.48x |  1.0I1x  [41.69x |  1.13x |

Table 5.3: Results for the verification of reachability properties of CHSR

for k = 9. There is no noticeable improvement in memory consumption for the
verification of CRRSC over CRRS. However, there is a significant difference in
the execution times in favour of CRRSC, e.g., for p; the verification for CRRSC
is 49.48 times faster. The verification results? for the reachability properties are
summarised in Table 5.3.

The verification results for rsLTL formulae are presented in Table 5.4. The
verification of the formula ¢ requires more resources than ¢;, since the result is
found for a larger value of k and the verified property contains more temporal
operators, resulting in a larger encoding.

5.4.3 Scalable chain

For the next benchmark we introduce the scalable chain (sC) model. The back-
ground set for the system is defined as S = {ey,ea, ..., en,inc,dec}. Intuitively,

2The experimental results were obtained using a system equipped with 3.7GHz Intel Xeon E5
processor and 12GB of memory, running Mac OS X 10.12.3.

Formula k | time [s| | memory [MB]
o1 XF heat>o(temp > 42) 9 1.01 30.04
o2 | XGhearso((temp > 42) = F(mfp > 0)) | 21 | 3.18 34.77

Table 5.4: rsLTL formulae for HSR with the verification performance
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time (in seconds)

Figure 5.2: Verification results for reachability in SC: execution time

the system executes reactions incrementing concentration levels of m entities, each
up to a maximal concentration level c. For ¢ < m, when the maximal concentration
level of e; is reached, then the entity e;+1 is produced.

The inc and dec entities cause, respectively, incrementation or decrementation
of concentration levels. We define the following sets of reactions:

- P = {({ei ek @s, e 1)) [1<i< m},
- 0= {10l |1 < i <m},
= F={({em = c}, {dec = 1}, {en = c})}.

The reactions of P implement the production of the subsequent entities, while

their concentration levels are changed by the reactions of O. The reaction of

F ensures persistency of the “final” entity e,, when it reaches the concentration

of ¢, unless dec is present. The RSC for the scalable chain system is defined as

Csc = (S,PUOUF). Next, we define the context automaton s = (Q, 9", R)

where Q@ = {qo,q1}, 9" = qo, and the set R consists of the following transitions:
_ g Lepbanendd

{inc—1}
-1,

{dec—1}
— g1 — q1-
Finally, we define CR-Csc = (Csc, Usc)-
The verified reachability property of the scalable chain system is proved for
k = m-c—1. The property expresses the reachability of the maximal concentration
level of the entity e,,. The time and memory consumption results are presented
in Fig. 5.2-5.3.
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Figure 5.3: Verification results for reachability in SC: memory consumption

In most cases there is an observable advantage of the implementation for CRRSC
when the value of c is relatively large compared to m, e.g., for m = 8 and ¢ = 20
the results for CRRSC are 5.6 times better. For m = 10 and ¢ = 14 the verification
of CRRS proved to be 1.6 times more efficient as it only consumed 1334 seconds,
compared to 2155 seconds for CRRSC. However, for m = 20 and ¢ = 16 CRRS
was only 1.2 times better. We attribute this inconsequence to the heuristics of the
sMmT-solver used. The CRRSC implementation appears to be more memory-efficient
when dealing with larger concentration level values. It appears that when the
verified system is highly-dependent on a large domain of concentration levels, then
the CRRSC will most likely be more suitable.

To test the performance of our rsLTL implementation we use a fixed maximal
concentration level ¢ = 2 and verify the properties presented in Table 5.5. The time
and memory consumption results are presented in Fig. 5.4-5.5. The properties
expressed with ¢1, ¢o, and ¢3 are proved for variable values of k that depend on
the scaling parameter m. Verifying the formula ¢o requires the most resources
since it contains multiple nested operators that also result in multiple levels of
recursion when computing the translation. Our implementation proved to be the
most efficient for ¢4 and ¢5. This is mostly due to the very low and constant value
of k. This means that only a very small portion of the model needs to be traversed
to prove these properties.

5.5 Concluding remarks
We introduced reaction systems with discrete concentrations, which support quanti-
tative modelling. Although the formalism is not more expressive than the standard

reaction systems, our experimental results demonstrate that expressing concen-
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<Z>1 Finc>0(€m = C)

¢z | P2 = ¢3,

¢Z2 = Finc>0((ei = C) A d)ZQ) for i € {17 cee, M — 1}7
where ¢5" = Fipeso((em = ¢))

o3 G((el = 1) = Finc>0(em = C))
P4 Finc>0(61 = C)
b X((e1 > 0)Rinc>0(ez > 0))

Table 5.5: rsLTL formulae for SC

Formula k
(Z)l 2-m—1
P2 2-m—1
®3 2-m
P4 1
®s5 2
Table 5.6: Witness lengths for sc
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Figure 5.4: Verification results for rsLTL properties of SC: execution time
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Figure 5.5: Verification results for rsLTL properties of SC: memory consumption
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tration levels in an explicit way allows for some improvements in the efficiency
of verification, and opens up possibilities for introducing different optimisations.
The computational complexity of the model checking problem for reaction systems
brings limitations to the practical applicability of the method. However, our exper-
imental results demonstrate that the presented method scales well when verifying
properties of large models.
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CHAPTER 6

Parametric model checking for rsLTL

In this chapter we introduce parametric reaction systems and propose a method
for reaction synthesis that is based on bounded model checking for rsLTL presented
in the previous chapter.

6.1 Parametric reaction systems

In parametric reaction systems, reactions can be defined partially, i.e., reactants,
inhibitors, and products in parametric reactions can be replaced with parameters.

Definition 6.1.1. A parametric reaction system (PRS) is a triple P = (S, P, A),
where:

— S is a finite background set,
— P is a finite set of elements called parameters, and
— A is a nonempty finite set of parametric reactions over the background set,

where each a € A is a triple a = (t,1,p) such that v,i,p € B(S) U P.

The elements t, i, and p are respectively denoted by t,, i,, and p, and called
the reactants, inhibitors, and products of parametric reaction a.

Definition 6.1.2. Let P = (S, P, A) be a PRS. A parameter valuation of P is a
function v : P U B(S) — B(S) such that v(b) = b if b € B(S).

We also write b~ for v(b). The set of all the parameter valuations for P is
denoted by PVp. Let v € PVp. For any subset X C A of reactions of P we define:

X =A{(a7",a{",0;,7") |a € X}

By PV we denote the structure (S, A<") where all the parameters in A are
substituted according to the parameter valuation v. We say that v € PVp is a wvalid
parameter valuation if PV yields an RSC.
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Definition 6.1.3. A context-restricted parametric reaction system (CRPRS) is
a pair CR-P = (P,2l) such that P = (S, P, A) is a PRS and & = (Q, ¢", R) is a

context automaton over S.
For v € PVp we define CR-P<V = (P, Q).

Example 6.1.4. We consider a simple PRS for a simplified abstract genetic
regulatory system based on Example 2.2.2. The system contains two (abstract)
genes x and y expressing proteins X and Y, respectively, and a protein complex Q)
formed by X and Y. The background set is defined as S = {z, 7, X,y,y,Y, h,Q},
where T and i denote RNA polymerase attached to the promoter of genes x and vy,
respectively. Here h is used as an abstract inhibitor. Finally, the set of parametric
reactions consists of the following subsets:

- Ae = {({z}, {h},{2}), (o}, {h} {2}), (=, 2}, {h}, {X D)},
n Ay = {({y}> {h}> )‘1)7 ()‘27 {h}7 {?7})7 ({y7 37}7 {h}a )‘3>}7
- AQ = {({Xv Y}7 {h}a {Q})}

Notice that the reactions of A, use parameters A, A2, A3 to define expression of
the protein Y.

Suppose that we investigate the processes starting from the states that already
contain x and y. This leads to the following definition of the context automaton:

A = ({qo,ql},qo,R), where: R = {qo M} q1, 91 E) q1, 91 ili}—) qo)} When the
context set contains the entity h, 2 reverts back to the initial location, while for
the empty context the automaton remains in q;.

Finally, the CRPRS is defined as CR-P = ((S, P, A), ), where: P = {1, A2, A3}
and A=A, UA,UAq. O

We focus on the synthesis of a parameter valuation, given n observations of the
behaviour of the system that are expressed with rsLTL formulae.

Let cr-P = (P,2) be a CRPRS and F' = {¢1,...,¢,} be a set of rsLTL
formulae. The aim of parameter synthesis for CRPRS is to find a valid parameter
valuation v of CR-P such that:

(M(CR-P") E3 1) A A (M(CR-PY) |23 ¢n).

Each formula of F' corresponds to an interactive process observed in the analysed
system via, e.g., experiments or simulations. Therefore, for each such process
we expect an individual path in M(CR-P) and we solve the n model checking
problem instances for rsLTL in one instance. However, the parameter valuation v
is shared among all instances, which allows us to calculate v for which all the
properties of I’ are satisfied.

Example 6.1.5. Let us assume we performed an experiment on the system from Ex-
ample 6.1.4 where protein Y was expressed, and we collected the following observa-
tions related to the expression of Y:
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— when the current state contains y, then y and ¥ are present in the next state:
¢1 = G-n(y = X(y A ),
— when y and 7 are present, then Y is finally produced:
95 = G-n((y AY) = FY),
— the entities ¥, ¥, and Y are eventually produced:
¢" = (Fony) A (F-y) A (FopY).

These observations are made assuming h is not provided in the context set. Addi-
tionally, we observe that the protein () is not present in the first three steps of the
execution and then, after an arbitrary number of steps, it is finally produced:

¢ = =Q AX(=Q AN X(=Q AFQ)).

The observations are related to a single interactive process (or an experiment),
therefore we constrain the problem using the conjunction of all the observations.
Finally, the observations are expressed using the following rsLTL formula:

by = " A BT A G5 A ¢

We perform parameter synthesis for F' = {¢, }, that is, we obtain a valid parameter
valuation v such that M(CR-P") =3 ¢. In fact, it may be possible to obtain
more than one such valuation. A parameter valuation v such that

AT ={yh A = {wh AT = {Y)

is valid and satisfies the requirements of our observations. A parameter valuation vo
such that

AT ={Xyh A = {a,Tyh Ay = {X,y,5,Y. Q)
is an another example of a valid valuation which satisfies the requirements. O

Example 6.1.6. We introduce an additional unknown into the system declared in
Example 6.1.4. That is, we add a parameter A4 and re-define the reactions of A,
in such a way that one of them uses the newly introduced parameter:

Az = {({z}, {h}; {2}), A, (R} {7}), ({=, 7}, {h}, {X})}-

Let us assume that in another experiment we observed when the current state
contains z, then z and T are found in the next state. This is expressed with
the formula ¢, = G (z = X(x A Z)). Next, we perform parameter synthesis for
F = {¢,, ¢y}, where ¢, is the formula from Example 6.1.5. We use two rsLTL
formulae in F since our observations were gathered in two separate experiments
and may be related to separate interactive processes. A parameter valuation v such
that
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)‘?v = {th}ﬂ )‘gv - {y}, )\?’ev = {-/T\,Y}, )‘ATV = {Q}
is valid and satisfies the requirements of our observations. ]

The parameter valuation vy obtained in Example 6.1.5 and the valuation
from Example 6.1.6 do not result in the same reactions as the original ones from
Example 2.2.2. This might be undesired, depending on the application of the
synthesis and the knowledge of the system under analysis. To address this issue, in
the following section we introduce parameter constraints which allow for providing
additional restrictions on the parameters used in the synthesis.

6.1.1 Parameter constraints

In some cases restricting parameter valuations using only rsLTL formulae may prove
to be less efficient than constraining the valuation using specialised constraints for
the parameters of a PRS.

Definition 6.1.7. The grammar of the parameter constraints for P = (S, P, A) is
defined as follows:

¢ = true | Ne] ~c| Ae] ~ A[e] | ¢ ] eV,
where A € P,e€ S, ce N, and ~€ {<,<,=,>,>}.

The set of all the parameter constraints for P is denoted by PC(P). Intu-
itively, Ale] can be used to refer to the concentration of e € S in the multisets
corresponding to the valuations of .

Definition 6.1.8. Let v be a parameter valuation of P. The fact that a parameter
constraint ¢ holds in v is denoted by v =, ¢ and defined as follows:

v =, true for every v,

v =p Ae] ~ ¢ iff  AV(e) ~c,

v Mler] ~ Aalea] - AT(en) ~ A5 (ea),
v =p e iff v

vV Ep e Ve iff vy orviE, .

Definition 6.1.9. A constrained parametric reaction system (CPRS) is a tu-
ple CP = (S, P, A, ¢) such that P = (S, P, A) is a PRS and ¢ € PC(P).

For v € PVp, we then define CP*Y = P V. A parameter valuation v € PVp is
valid in CP if it is valid in P and v =, c.

Definition 6.1.10. A context-restricted CPRS (CR-CPRS) is a pair CR-CP =
(CP,) such that CP = (S, P, A,c¢) is a CPRS and 2 is a context automaton
over S.

We also denote CR-CP<Y = (CPTY, ).
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Example 6.1.11. Let us consider the system used in Example 6.1.6. We might
want to assume that the parameters used in the reactions of A, do not use any of
the entities used in the reactions of A,. Let E = {z,7Z, X} be the set of entities
we want to exclude and that are used in A,. The described restriction can be
expressed using the following parameter constraint:

A A Qe =0)

i€{l,...,3} e€kE

Similarly, we can express that the parameter A4 used in the reaction of A, is only
allowed to use the entities of E:

A (ale] =0).

e€(S\E)

O]

Example 6.1.12. It is possible to constrain multisets corresponding to parameters.
Suppose A, A2, A3 € P. To constrain A\{™’ to be a sub-multiset of A5V (i.e.,
ATV C NS, for all v), we define:

submset(Ar, A2) = /\ (Mie] < Asfe]).
ecS

To constrain A{™Y to be the intersection of AT and A5V (i.e., ATV NASY = A5,

for all v), we define:

intersect(A, A2, As) = /\ (((Al[e] > Aole]) A (Asle] = Aole]))
eeS

v ((Aile] < Aale]) A (Qsle] = Ale]) )
]

The parameter synthesis problem for CR-CPRS is defined similarly as for CRPRS.
Let CR-CP = (CP,2) and F' = {¢1,...,¢n} be aset of rsLTL formulae. The aim of
parameter synthesis for CR-CPRS is to find a valid parameter valuation v of CR-CP
such that:

(M(CR-CPY) 3 91) Ao o A (M(CR-CPTY) =3 ) - (6.1)
Next, we define the nonemptiness checking problem, which is a decision problem
related to the problem of parameter synthesis. This problem consists in checking if

there exists a valuation v such that the condition (6.1) holds.
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6.1.2 Complexity analysis

Theorem 6.1.13. The nonemptiness checking problem for CR-CPRS and rsLTL
18 PSPACE-complete.

Proof. The lower bound follows directly from Corollary 5.2.9, hence the problem
is PSPACE-hard.

For the upper bound we need to show the problem is in PSPACE. To show
this we define a nondeterministic space-bounded algorithm and use Lemma 5.2.11.
Algorithm 17 presents an outline for the nonemptiness checking procedure. First,

Algorithm 17: Nondeterministic procedure for nonemptiness checking

1: guess v € PVp

2: if v |5, ¢ then

3 R:=true

4: for all ¢ € F do

5 R:= (M(crR-CP") =3 ¢) AR
6: end for
7
8

if R = true then
return true
9: end if
10: end if

the algorithm nondeterministically generates a valuation v € PVp. If v is valid in
CR-CP, then it proceeds to verifying the rsLTL formulae. For all the formulae ¢ € F
the algorithm performs existential rsLTL model checking in M(CR-CP*V). From
Lemma 5.2.11 and the fact that PSPACE is closed under complementation, i.e.,
PSPACE = cOPSPACE, the existential variant of the rsLTL model checking problem is
also in PSPACE. The nonemptiness checking algorithm requires the space needed by
the algorithm for rsLTL model checking. Since all the |F'| model checking instances
are constructed independently and the algorithm only stores the overall result R, the
algorithm requires space for at most one instance at any given time. Additionally,
the algorithm requires space O(|A| - |S]|) to store the valuation v and O(1) for the
verification result R. Therefore, the problem remains in PSPACE and given the
lower bound we conclude the problem is PSPACE-complete. O

In the following section we show how the synthesis problem can be solved using
an incremental approach, which amounts to checking

(M(CR-CPY) EE 1) Ao A (M(CR-CPTY) L ¢)
for k > 0, by increasing the value of £ until a valid parameter valuation is found.

132



6.2 sMT-based encoding

In this section we provide a translation of the parameter synthesis problem for
CR-CPRS and rsLTL into the satisfiability modulo theory (SMT) with the integer
arithmetic theory.

Let CR-CP = ((S, P, A, ¢),(Q,q"™ R)) and F = {¢1,...,¢n} be a set of rsLTL
formulae. We encode the model M p_cp<v, where v is a valid parameter valuation
of CR-CP. Let k > 0 be an integer, then for each f € {1,...,n} we encode
any possible path prefix of Mcg.¢p+<v. The encoded path prefixes are bounded
with k. That is, for each formula ¢; we encode a separate path prefix representing
its witness. The entities of S are denoted by ey, ..., e, where m = |S|. For
each ¢y € F and i € {0,...,k} we introduce sets of positive integer variables:

Pri={pri1, - Prim};
£ £ £

P i {Pf,i,la cee 7pf,i,m}7
Qf ={as0,---, a5k}

Let ta: A — {1,...,|A|} be a bijection mapping all the reactions to integers. For
each a € A we introduce the set of variables encoding the products:

Piia = Phica@ar - Plisatm)
Let o.f be a path of M(cR-CP"), then

ﬁf,i = (pf,’i,lv s 7pf,i,m) and
=& £ £
Py = (Pfi1 - PFim)

are used to encode (0.f)p(i) and (0.f)a(i), respectively. With p;,;[j] and ﬁ‘;z[ﬂ we
denote, respectively, py; ; and p? i For i > 1 we define:

=P __ p D p p
Pri = (Prittr Pritme 2 Prajagir o Prijagm):

The following functions map the background set entities to the corresponding
variables of the encoding: for all i € {0,...,k} we define ty; : S — Py; and
t?i 1S — P‘}:’i such that t7;(e;) = py; and t?i(ej) = p?m forall j € {1,...,m}.
For all i € {0,...,k} and a € A we define t!;  : S — P%, such that: t!; (e;) =
p?,i’ta(a)’j for all j € {1,...,m}.

The bijection e : Q@ — {1,...,|Q|} maps the states of the context automaton
to the integers used in the encoding. Let tp : P — {1,...,|P|} be a bijection
mapping all the parameters to their corresponding integers. We define:

=par __ par par par par
p —(pl,l,...,p17m,...,p‘P|,1,...,plPl’m).

For each parameter A € P we define:

par __ par par
P = P10 Prp.m)
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and pm, : S — P2 such that pm,(e;) = pfgz)\)d.. Let a € A and s € {t4,14,Pa}-
Then, re®(e;) denotes pm,(e;) if s € P, and s(e;) otherwise. To define the sMT
encoding of the paths we need auxiliary functions that correspond to elements of
the encoding.

Initial state. To encode the initial state of the model for ¢y € I’ we define

Inlt(pf zvqu </\ t’f7 ) A afi = e(qinit),

eceS

where all the concentration levels are set to zero, and the context automaton is in
its initial state.

Parameter constraints and validity. With PC(pP®") we encode the parameter
constraints, require that the concentration levels of the reactants are always lower
than the concentration levels of the inhibitors, and ensure that all the multisets
corresponding to the parameters are non-empty, i.e., for each parameter at least
one entity must a have positive concentration level:

PC(pP*") def enc.(pP*") (/\ /\ re'*(e) > 0 = (re**(e) < re' (6))) A
acAe€S
(A Vm=0)
AeEPeeS
where enc.(pP?") is the encoding of ¢ and it is defined over the variables of pP*.

The encoding follows directly from the semantics of parameter constraints.

Parametric reactions. The parametric reactions a € A are encoded with

—p le f
Reta (P PF.ir Pl iy DY) = E N\ (ti(e) = re™(e) v £5 ,(e) > ref(e))A
eeS

(tri(e) < re(e) Atfi(e) <re(e)) A(t] 1 (€) = reP(e))).

Product concentration levels. With the following formula we encode the
selection of the maximal concentration levels produced for each entity by all the
reactions:

Results(pfz,pfl (/\ tfir1(e) = maz({0} U U {tfaz+1( )})> .

eeS a€A
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Transitions of CPRS. We encode the local state changes of CP with the
following function:

def
TrC'P(pfmpf7zapf1+17pfz+17p (/\ Ret,( pflapprflJrl,p )) N
acA

Results(Py,i11, P} i1 1)-
Context. To encode a multiset ¢ € B(.5) of context entities we define the following

function: df
€
Cte(P /\ thi(e) = e(e)
ecS

Transitions of CA. The encoding of the transition relation of the context
automaton is a disjunction of the encoded transitions:

_ def _
Tr%l(qf,ia p?,iv le,z'+1) = \/ (qf,i =e(q) A th(P?,i) NQfip1 = e(q’)) .
(g,¢,9)ER

Transition relation. The transition relation of the model for CR-CP is a con-
junction of the encoded transition relations for CP and 2:

def
TrCRC’P(pfzaqu)pfzapfz+1apf,z+17p )

— =&
TrC'P(pf,ia pf7ia pf7i+17 pf,iJrl’ Ppar) A Trm(qf,i’ pf,i’ qf,i+1)‘

Finally, to encode the paths of Mcy_¢p«<v that are bounded with &k, we unroll the
transition relation up to k£ and combine it with the encoding of the initial state of
the model:

k—1
Pathsl} o Init (ﬁf,o,CIf,o) A /\ TVCR—CP(ﬁf,ivqf,ia 7§§,z‘a§?i+1aﬁf,i+1vﬁpm)'
i=0
The encoded rsLTL formula ¢ at a position i € {0,...,k} is denoted by [¢]¥.
To encode the formula [¢f]F we use our translation presented in Section 5.3.
However, for each formula ¢; € F', we use independent sets of encoding variables
corresponding to its path, i.e., the variables indexed with f. The encoding Loopsfc
for the loop positions is defined for each formula ¢ € F'. Finally, we perform the
synthesis of the parameter valuation v by testing the satisfiability of the following
formula:

[Mencp, FK = )\ (Paths’;A Loops’i A W\’g) A PC(pPar). (6.2)
QreEF

The presented encoding differs from the one for CRRSC and rsLTL (Section 5.3)
in how the transition relation is encoded. Here, we use an additional step that
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encodes the concentration levels of each entity produced by the individual reactions.
These results are then used to select the maximal concentration level produced for
a given entity. This is required because some reactions produce parameters for
which we do not have concretised values at the encoding stage. Therefore, it is not
possible to use the technique demonstrated in Section 5.3, where the reactions are
ordered and effectively only the one producing the maximal concentration level is
enabled.

We show the correctness of the proposed encoding for a given valid parameter
valuation.

Theorem 6.2.1. Let CR-CP = (CP,2) be a CR-CPRS, v € PVcp.cp be a valid
parameter valuation, Mcor_cpv be its model, and F be a set of rsLTL formulae. For

any k € IN, the formula [Mcrcpev, F, K] is satisfiable iff )\ 4c (Marcpe EE @) .

Proof. Since we assume a valid parameter valuation v, to obtain a CRRSC we
can perform the substitution of all the parameters that occur in CR-CPRS. Then,
the proof is similar to the one of Theorem 5.3.1 for CRRSC and rsLTL. The
formula PC(pP*") applies only to the encoding of parameters and after performing
the substitution we can simply assume that it is true as it does not constrain
anything. The formula [Mcg cp<v, F, k] encodes |F'| bounded model checking
instances (similar to what was described in Section 5.3). Let us consider ¢ € F.
We assume an arbitrary k € IN and focus on the satisfiability of Pathslfc, since the
encoding of this formula differs from the corresponding one in the encoding for cr-C.
There exists a path o.f in Mggrepv and (o.f)¥ is its prefix of length k iff there
exists a valuation that represents (. f)¥ which satisfies Paths’}. Leti € {0,...,k—1}.
We observe the formula Tregcp is satisfied for the valuation encoding (o.f)s(4),

(0.f)a(i) and (0.f)s(i+ 1) iff (0.f)s(7) {o-4)a0), (0.f)s(i+1). This follows from the
encoding of Trep and Trg. Let us first recall that (o.f)s(2) = ((0.f)p(7), (0.f)ca(i)).
The formula Trep is satisfied iff the valuation satisfies Results and Rct, for each
a € A. The formula Rct, encodes the produced concentration levels for all the
entities e € S by a € A using the intermediate variables of Pp . Then, Results
ensures the maximal produced concentration levels for each entlty and each reaction
are encoded using the variables of Py; 1. It follows from the construction that
Results and Rct, are satisfied iff the valuation encodes the concentration levels of
the entities in the successor state (o.f)y(i + 1) that are produced by the reactions
from the state (o.f)y(i) combined with the context (o.f)q(7). The formula Try is
satisfied iff the valuation encodes a transition (q, ¢, q’) € R such that q = (0. f)a(i),
c=(0.f)a(i) and q' = (0.f)ca(i + 1). Then, the formula Pathsl} is satisfied iff the
valuation encodes a path prefix (o.f)* such that the state (o.f)s(0) of Meg.cper
is the initial state and (o.f)s() 21N (0.f)s(i+1) for all ¢ € {0,...,k — 1}
The rest of the proof for Loops’;c and [¢ ]k follows as for Theorem 5.3.1.

Now it is easy to see that Pathsl}/\Loops]J‘i/\|[¢f]|]5 is satisfiable iff Mop cpev EX 5.

Finally, we conclude that [Mcscpev, F, k] is satisfiable iff Mg cpev =5 ¢ for
all ¢ € F. O
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In practice, the encoding [Mcr_cp+<v, F, k] is intended to be satisfiable for any
valid parameter valuation v such that A SC€F (MCR-CPH }:5 gb). The constraints
that enforce the valuation to be valid are expressed using the encoding of PC. We
extract the valuation of the parameters of P when the formula (6.2) is satisfiable.
For the satisfied formula we obtain its model, i.e., the valuations of the variables
used in the formula. Let V(p) denote the valuation of a variable p used in our
encoding. The parameter valuations are defined as follows: A*7(e) = V (pm,(e))
for each e € S and A\ € P.

6.3 Experimental evaluation

In this section we present the results of an experimental evaluation of the translation
presented in Section 6.2. We test our method on a parametric version (PMUTEX)
of the reaction system model for the mutual exclusion protocol introduced in
Chapter 3. The system consists of n > 2 processes competing for an exclusive
access to the critical section. The background set of the CRRSC modelling the
mutual exclusion protocol is defined as S = [J;-_; S;, where the set of background
entities corresponding to the i-th process is defined as:

S; = {out;, req;, in;, act;, lock, done, s},

where the entities lock, done, and s are shared amongst all the processes.

We start by defining the context automaton 2. Initially all the processes are
outside of their critical sections and are not requesting access, which is indicated
by the presence of out; for each i € {1,...,n}. Next, we assume 2 may supply any
C C{acty, ..., act,} such that |C| < 2, allowing at most two simultaneously active
processes — we assume that if the context contains act; then the i process is to
perform an action. This leads to the following definition of the context automaton:

2 = ({90,91}, 90, R), where:

{outy,...,outy

R=1{qo Lt u{m S qu | ©C {acts, ..., acty)} and [C] < 2).

We allow only at most two active processes at a time to avoid encoding in the
context automaton all the 2" transitions with subsets of {acty, ..., act, }.

The it process requests access to its critical section by producing reg;. Then, it
is possible for the process to enter the critical section when it is allowed to perform
an action and the critical section is not locked (the lock entity is not present). In
the case of entering a critical section, to avoid the situation where two processes
enter their critical sections synchronously, the assumption on act; is stricter: only
one act; for some i € {1,...,n} is allowed to be present for the process to enter
the critical section. When a process enters its critical section, the critical section
is locked, i.e., the lock entity is produced. The lock entity is preserved until the
entity done appears, which is produced when a process leaves its critical section.
Any reaction in the system may be inhibited by the s entity.
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This version of the mutual exclusion protocol implementation differs from the
one presented in Chapter 3 by the use of concentration levels. Each process after
requesting access to its critical section must wait at least one step before it is
allowed to gain access and after entering the critical section, the process performs
computations which take two steps.

Let A; be the set of reactions of the i*® process, for i € {1,...,n}. Then, the
set, A; consists of the following reactions:

- ({out; — 1, act; — 1}, {s — 1}, {req; — 1}),
- ({out; — 1}, {act; — 1}, {out; — 1}),
— ({reg; = 1, act; — 1, actj — 1},{s — 1}, {req; — 1}) for each j € {1,...,n}
s.t. 1 # 7,

— ({reg; — 1},{act; — 1}, {req; — 2}),

— ({regi — 2,act; — 1}, {act; = 1| j e {1,...,n} and j # i} U {lock — 1},
{in; — 3, lock — 1}),

- ({ini — 3, act; — 1}, {s — 1}, {in; — 2}),

- ({ini — 2, act; — 1}, {s — 1}, {in; — 1}),

— ({in; = 1, act; = 1}, {s — 1}, {out; — 1, done — 1}),

— ({in; — 1}, {s — 1}, {in; — 1}).

Next, we assume here that the system is open and we allow for introducing new
processes that participate in the communication to gain access to the critical section.
Let us assume we are allowed to modify the behaviour of an additional process
(the n'h process) only by introducing an additional reaction. Such an assumption
could be justified by a mechanism that accepts new processes to participate in the
protocol only if they contain the reactions of A; for any i € {1,...,n}, while the
remaining reactions could be performing some computation outside of the critical
section.

Our aim is to violate the property of mutual exclusion by making the first and

the n'" process enter their critical sections simultaneously. The additional (mali-
cious) reaction uses the parameters of P = {\,, A\j, \,} and is defined as follows:

Ap = {()‘ry iy )\p)}
The set of reactions is defined as:
A= (U Ai> U Ap U {({lock — 1}, {done — 1}, {lock — 1})}.
i=1

Finally, we define the CRRSC modelling PMUTEX as: CR-Cps = ((S, P, A, ¢),2A),
where:

c= | Mplinal =0)n A (Nl =0)

AEP,e€S\Sn
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The constraint ¢ constrains the additional reaction by requiring that it may produce
only entities related to the n'™ process and it cannot produce in,. This is to
avoid trivial solutions. Then, we need to synthesise a parameter valuation v
of CR-CP s which gives the rsLTL property ¢ = F((in1 > 0) A (in, > 0)), i.e.,
M(CR-CPY;") |3 6.

5,000 [T 1 |-a- Ccr-CP
@B 8- CR-CPopt
—o— CR-C
4,000 - 4 |—— CR-Cpp
£3,000 f
=1 [
S B
%
E2.000| _a |
[}
g 3
1,000 | g
0 - .
| | | | | | |
0 5 10 15 20 25 30

Figure 6.1: Synthesis results for PMUTEX: execution time

The verification tool that we use for this experiment was implemented in Python
and it uses Z3 4.5.0 [de Moura and Bjgrner, 2008| for sSMT-solving. We implement
an incremental approach, i.e., in a single SMT instance we increase the length of
the encoded interactive processes by unrolling their encoding until witnesses for
all the verified formulae are found. Then, the corresponding parameter valuation
is extracted. The verification results' presented in Fig. 6.1-6.2 compare four
approaches: the implementation of the encoding from Section 6.2 (CR-CP) and its
extension (CR-CP,p:) that optimises the obtained parameter valuations by using
OptSMT provided with Z3. We also use the same encoding for verification of
the rsLTL property (CR-C), i.e., we replace all the parameters with the obtained
parameter valuations and test the formula ¢ in the same way as it is possible with
the method defined in Chapter 5. Next, we compare our results with the ones
obtained using the non-parametric method (CR-Cy,;) defined in Chapter 5.

Our experimental implementation provides a valuation v which allows to violate
the mutual exclusion property, where AV = {out, — 1}, A7V = {s — 1}, and
A,V = {req, + 2, done > 1} for all the values n > 2 tested. This valuation was
obtained using CR-CP ;.

!The experimental results were obtained using a system equipped with 3.7GHz Intel Xeon E5
processor and 12GB of memory, running Mac OS X 10.13.2.
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Figure 6.2: Synthesis results for PMUTEX: memory consumption

When using CR-CP,p, the memory consumption increases. However, the
method might require less time to calculate the result than CR-CP. The difference
in time and memory consumption between the parametric (CR-CP) and the non-
parametric (CR-C) approach is minor. However, CR-Cy,, is the most efficient of all
the approaches tested. This suggests that our parameter synthesis method might
possibly be improved by optimising the encoding used.

6.4 Concluding remarks

We have presented a method for reaction mining which allows for calculating
parameter valuations for partially defined reactions of reaction systems. We also
demonstrated how the presented method can be used for synthesis of an attack
in which we inject an additional instruction represented by a reaction, where we
use rsLTL to express the goal of the attack.

Assuming there is a finite set of allowed concentration levels for the parame-
ters, the presented method also allows for enumerating all the possible parameter
valuations for fixed-length processes. This can be achieved by adding an additional
constraint blocking the parameter valuation obtained in the previous step.

When dealing with parameter synthesis, the parameters could be associated
with the model [Alur et al., 1993b, Hune et al., 2002| or with the formalism used
to express its properties [Knapik et al., 2015, Jones et al., 2012].

We focused on the synthesis of the parameters which appear in the reaction
system. One could also consider extending this approach to include parameters
in the context automaton. This could allow to synthesise the behaviour of the
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environment which leads to satisfaction of the verified rsLTL property. However, in
the implementation of our approach, when the verified formula is satisfied, we also
obtain the witness which contains the entire context sequence generated by the
context automaton. This sequence represents the behaviour of the environment
which leads to satisfaction of the rsLTL formula.

Parameters could also be introduced in the rsCTL or rsLTL formulae to obtain
parametric variants of these logics, e.g., by introducing parameters in place of the
families of sets of entities (or the multiset expressions for rsLTL).
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CHAPTER 7

Reaction systems model checking toolkit

This chapter presents an overview of the reaction systems model checking toolkit
which has evolved from the experimental implementations presented in the previous
chapters. The toolkit consists of two independent modules. This is the result
of using two different underlying verification methodologies: ReactICS-BDD uses
BDDs for storing an manipulating states of the verified systems, and Reactics-sMT
interacts with an SMT-solver to perform the verification.

7.1 ReactiCs-BDD

Reactics-BDD is implemented in C++. In this thesis the version 2.0 is described.
In the previous versions of the tool, ICRRS and rsCTL were used as the input.
However, since CRMARS and rsCTLK extend these in a conservative way, the
current version no longer supports the input of ICRRS and rsCTL. The architecture
of ReactIiCs-BDD is presented in Figure 7.1. The parser module parses a single
input file containing a description of a CRMARS and a list of rsCTLK formulae.
Each formula is labelled with an identifier that allows for it to be selected from
the command line. The parser module uses an API providing all the methods
required to build the data structures used for storing CRMARS and the rsCTLK
formulae. The provided API could also be used to implement a graphical interface
for the tool or an alternative parser. The data structure for CRMARS is held
by the RctSys module, CtrAut is responsible for the operations on the context
automaton, and RSform is used for the rsCTLK formulae. The Boolean functions
used in the symbolic encoding in the form of BDDs are handled by SymRS, which
is responsible for the symbolic representation of CRMARS. The SymRS module
interacts with the CUDD library. Finally, the MChecker module implements all
the model checking tasks and state space manipulation methods.

When the program is executed with the -h parameter it prints out a list of the
available options. The output of the command is presented in Figure 7.4. The
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CRMARS rsCTLK

pari

RetSys (CtxAut)  (RSform)

{

S

MChecker CUDD

Figure 7.1: Architecture of ReactiCS-BDD

options -b, -x, and -z were described in Section 3.7 and 4.7. The main feature of
the tool is rsCTLK model checking and it is performed when -c¢ form is provided,
where form is the identifier of the formula to be verified. The reaction system
and the formula to be verified need to be declared in the input file, using the
specification language introduced in the following section.

7.1.1 Reaction systems specification language

We introduce here Reaction Systems Specification Language (RSSL), which is the
input language of Reactics-BDD. We assume ident to be any alphanumerical string
that starts with a letter. Firstly, we introduce the basic expressions of the language:

(entity) = (ident)
(entities) = (entity) *,’ (entities)
| (entity)
(entities-with-empty) = €
| (entities)
(proc-ident) = (ident)
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(proc-ent) = (proc-ident) ‘.’ (entity)
(formula-ident) = (ident)

The elements such as entity, proc-ident and formula-ident are defined to improve
readability of the rules, but their definitions could be easily omitted and their
occurrences replaced with ident. The root element of the grammar is input, and it
is defined together with the main constructs of the language as follows:

(input) =€
| ‘optiomns’ ‘{’ (options) ‘} *;’ (input)
| ‘reactiomns’ ‘{’ (reactions-per-proc) ‘}’ “;’ (input)
| ‘context-automaton’ ‘{’ (ctzaut) ‘}’ ‘;’ (input)
| ‘rsctlk-property’ ‘{’ (formula-ident) ‘:’ (rsctlk) ‘}’
'3’ (input)
(options) =€
| (option) “;’ (options)
(option) = ‘make-progressive’

| ‘use-context-automaton’

(reactions-per-proc) = €
| (process) ‘;’ (reactions-per-proc)
(

(process) = (proc-ident) ‘{’ (reactions) ‘}" ‘3’
(reactions) = €
| (reaction) ;" (reactions)
(reaction) m= { (entities) *,’ (entities-with-empty) ‘->’ (entities) ‘}’
(entities-with-empty) = €

| (entities)

Processes are synonymous with agents. The option make-progressive modifies the
specified context automaton according to the construction presented in Chapter 4, to
ensure it is progressive. Currently the option use-context-automaton is required
for all the inputs. In the future versions we may allow for specifying different ways
of controlling the contexts by introducing similar options. Context automata are
specified using the ctzaut rule:
(state) = (ident)
(states) = (state) ¢, (states)
| (state)
(proc-entities) = (proc-ident) ‘=" ‘{’ (entities) ‘}’
(
(

proc-entities) (entities-per-proc)
proc-entities)

(entities-per-proc) =
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(transition) m= L (entities-per-proc) ‘¥ ‘.’ (state) ‘->’ (state) (state-cond)
(S

s

(transitions) =€
| (transition) *;’ (transitions)
| (transition)

(state-cond) =€
| ‘2 (state-constr)

(ctraut) €

‘states’ ‘{’ (states) ‘}’ ‘;’ (ctzaut)
‘init-state’ ‘{’ (state) ‘}’ ¢’ (ctzaut)
‘transitions’ ‘{’ (transitions) ‘}’ ;" (ctraut)

For the state constraints we use the following grammar:

(state-constr) = (proc-ent)

| <C (state-constr) ‘)’

| ‘NOT’ (state-constr)

| (state-constr) ‘AND’ (state-constr)
| (state-constr) ‘OR’ (state-constr)
|

(state-constr) ‘XOR’ (state-constr)

The formulae of rsCTLK are specified using the following grammar:

(agent) = (proc-ident)

(agents) = (agent) ‘,’ (agents)
| (agent)

(rsctlk) (proc-ent)

“C (rsctik) )’

‘NOT’ (rsctlk)

(rsctlk) ‘AND’ (rsctlk)

(rsctlk) ‘OR’ (rsctilk)

(rsctlk) ‘XOR’ (rsctilk)

(rsctlk) ‘IMPLIES’ (rsctlk)
‘EX’ (rsctlk)

‘EU" “C (rsctlk) *,” (rsctlk) )’
‘EF’ (rsctlk)

‘EG’ (rsctlk)

‘E’ ‘<’ (state-constr)
‘E’ ‘<’ (state-constr)
‘E’ ‘<’ (state-constr) ¢
‘E’ ‘<’ (state-constr)
‘AX’ (rsctlk)

‘AU C (rsctlk) ¢, (rsctlk) )’

‘X’ (rsctlk)
U “C (rsctlk) ©,” (rsctlk) )’
‘F’ (rsctlk)
‘G’ (rsctlk)

¢
¢

g
g
>
>
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| ‘AF’ (rsctlk)

| ‘AG’ (rsctlk)

| ‘A’ < (state-constr) > ‘X’ (rsctlk)

| ‘A< (state-constr) > U C (rsctlk) ¢, (rsctlk) *)’
| ‘A’ < (state-constr) >’ ‘F’ (rsctlk)

| ‘A< (state-constr) >’ ‘G’ (rsctlk)

| ‘UK’ ‘[’ (agent) ‘1" *C (rsctlk) )’
|

|

|

|

|

(
(
‘UE” ‘[’ (agents
(
(
(

) 17 4C (rsetlk) ©)
‘NE’ ‘[’ (agents) ‘1" “C (rsctlk) )
‘U’ ‘[’ (agents) ‘1" “C (rsctlk) )
‘NC” ‘[’ (agents) ‘1" “C (rsctlk) )

The grammar for rsCTLK is consistent with the one defined in Chapter 4. The
semantics is straightforward but we use different tokens for the epistemic operators:
the universal operators are prefixed with U and the existential operators with N,
e.g., UK is K and NK is K. An example of an input file specified in RSSL is presented
in Figure 7.2.

7.2 ReactIiCsS-SMT

Reactics-sMT is implemented in Python. The architecture of ReactiCs-sMT is
presented in Figure 7.5. This module does not have a traditional input file and
the system together with its properties needs to be specified in Python. This
requires interacting with the RctSys, CtxAut, and FormLTL modules directly to
specify a model checking instance. The verification tasks are implemented by
SMTCheckerRS, SMTCheckerRSC, and SMTCheckerPRS. The SMTCheckerRS
implements a basic BMC method for CRRS using mostly Boolean variables in
the encoding. The SMTCheckerRSC extends SMTCheckerRS by allowing for
specifying concentrations, which are encoded using integer variables. Finally, the
SMTCheckerPRS provides an extension allowing for CR-CPRS synthesis. When
verifying rsLTL properties, the verification modules use FormFEnc to obtain the
(incremental) encodings for the verified rsLTL formula. All the verification modules
and the FormFEnc module interact with the Z3 smMT-solver. The sMT-solver used
is Z3 |[de Moura and Bjgrner, 2008].

7.2.1 Interacting with Reactics-smMT

Here we demonstrate how to use Reactics-sMT with Python. We focus on parameter
synthesis since it contains all the elements of the other types of implemented methods.
Firstly, all of the required modules need to be imported. The Python code for the
imports is presented in Listing 7.1. In our example we use the following system:
P = (S,{\}, A) where S = {a,b,c,h} and A = {({a — 1},{h — 1},{b — 2}),
(A, {h — 1},{c — 1})}. The code that creates P is presented in Listing 7.2. The

147



options { use-context-automaton; make-progressive; };
reactions {

procO {
{{out}, {} -> {approach}};
{{approach}, {req} -> {req}};
{{allowed}, {} -> {in}};
{{in}, {} -> {out,leavel}};
{{req}, {in} -> {req}};

}s

procl {
{{out}, {} -> {approach}};
{{approach}, {req} -> {req}};
{{allowed}, {} -> {in}};
{{in}, {} -> {out,leavel}};
{{req}, {in} -> {reql}};

}s

};

context-automaton {

states { init, green, red };

init-state { init };

transitions {
{ procO={out} proci={out} }: init -> green;
{ procO={allowed} }: green -> red : procO.req;
{ proci={allowed} }: green -> red : procl.req;
{ procO={} }: green -> green : ~“procO.req AND ~procl.req;
{ proci={} }: green -> green : “procO.req AND ~“procl.req;
{ procO={} }: red -> green : procO.leave;
{ proci={} }: red -> green : procl.leave;
{ procO={} }: red -> red : “procO.leave AND ~“procl.leave;
{ proci={} }: red -> red : “proc0O.leave AND ~procl.leave;

};
};

rsctlk-property { f1 : EF( E<procO.allowed>X( procO.in ) )
AND EF( E<procl.allowed>X( procl.in ) ) };

rsctlk-property { £f2 : EF( procO.approach AND procl.approach ) };
rsctlk-property { £3 : AG( procO.in IMPLIES K[procO] ("procl.in) ) };

rsctlk-property { f4 : AG( procO.in IMPLIES C[procO,procl] ("procl.in) ) };

Figure 7.2: Input file for Reactics-BDD
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Version: 2.0

Contact: Artur Meski <meski@ipipan.waw.pl>

Usage: ./reactics [options] <input file>

TASKS:

-c form -- perform RSCTLK model checking (form: formula identifier)
-P -- print parsed system

-r -- print reactioms

-5 -- print all the reachable states

-t -- print all the reachable states with their successors
OTHER:

-b -- disable bounded model checking (BMC) heuristic

-X -- use partitioned transition relation

-z -- use reordering of the BDD variables

-v -- verbose (use more than once to increase verbosity)
-p -- show progress (where possible)

Benchmarking options:

-m
-B

-- measure and display time and memory usage
-- display an easy to parse summary (enables -m)

Figure 7.4: Reactics-BDD output with usage information

add_bg_set_entity method is used to add the entities of S with their maximal
concentration level. To create a parameter A and get an object that can be used later
on to define reactions using A, we use the get_param method and save the returned
object. The reactions are defined in a straightforward way using the add_reaction
method. In Listing 7.3 we show how to represent the context automaton 2 =
({q07q1}7q07}%) where R = {(qo,{a = 3}7q1)7(q17Q557q1)7(qlﬂ{h’F% 1}7q1)}' In
Listing 7.4, P and 2 are used to create an instance of CR-P = (P,2l). The method
show() called on an instance of ReactionSystemWithAutomaton prints out the
defined system to the standard output. The result of calling show() on the defined
system is presented in Figure 7.6. Finally, in Listing 7.5 we demonstrate how to

from
from
from
from

rs import *

smt import *

logics import =*
rsltl_shortcuts import *

Listing 7.1: ReactICS-SMT imports
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prs = ReactionSystemWithConcentrationsParam()
ent_with_conc = [("a", 3), ("b",2), ("c",1), ("h",1)]

for ec in ent_with_conc:
prs.add_bg_set_entity(ec)

lda = prs.get_param("lda")

prs.add_reaction ([("a" ,1)],[("h", )], [("b", 2)]1)
prs.add_reaction(lda, [("h" ,1)],[("c",1)])

Listing 7.2: Simple PRS in Reactics-sMT

ca = ContextAutomatonWithConcentrations (prs)
ca.add_init_state("0")
ca.add_state("1")

ca.add_transition("O", [("a", 3)1, "1")
ca.add_transition("1", [1, "1")
ca.add_transition("1", [("h", 1)1, "1")

Listing 7.3: Simple CA in ReactiCS-SMT

crprs = ReactionSystemWithAutomaton (prs, ca)
crprs.show ()

Listing 7.4: Introduction of CRPRS in ReactiCS-SMT

f = 1t1_F(bag_entity("h") == 0, "c")
pc = param_entity(lda, "a") == 0
checker = SmtCheckerRSCParam(crprs, optimise=True)

checker.check_rsltl(formulae_list=[f], param_constr=pc)

Listing 7.5: Verification instance in ReactiCS-SMT (parameter synthesis)
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CRRS CRRSC CR-CPRS rSLTL

(SMTCheckerRS /

(SMTCheckerRSC)

(SMTCheckerPRS) \.
(23)

Figure 7.5: Architecture of Reactics-sMT

verify f = Fp—o(c > 0) with a parameter constraint Aja] = 0. To perform parameter
synthesis we first create an instance of SmtCheckerRSCParam. The instance is
initialised with the defined CRPRS and with optimise set to True, which enables
OptSMT and results in minimisation of the synthesised parameter valuations. We
initialise verification by calling check_rsltl(). The defined CR-P becomes a
CR-CPRS when parameter constraints are provided to the check_rsltl() call.
Therefore, check_rsltl () is invoked with two arguments: a list of rSLTL properties
of the system and the parameter constraint. Here, the list of formulae to be
verified contains only the formula f. The rsLTL formulae are constructed using the
functions defined in the rsltl_shortcuts.py file included with the source code
of Reactics-sMT. The source code also includes examples of rsLTL formulae. The
verification output for the specified system is presented in Figure 7.7.

7.3 Final remarks

This chapter provided an overview of the reaction systems model checking toolkit.
Two separate modules based on BDDs and SMT translations were described. More
examples and details on the implementations can be obtained with the software
package available at http://arturmeski.github.io/reactics.

152


http://arturmeski.github.io/reactics

[*]
[*]

[+]

-1

Background set: {a, b, c, h}

Reactions:
reactants inhibitors
{a=11} {h=11}
{ elda } { h=11}
Permanent entities:
Meta reactions:
Maximal allowed concentration levels:
a =3
b =2
c =1
h =1
Context automaton states:
- 0 [init]
Context automaton transitions:

[+]

-0--C{ Ca’, 3 })->1
-1 --C0)-->1
-1 --({ Cn, 1) })-->1

products
{b=21}
{c=113

Figure 7.6: ReactiCs-sMT: the output for the specified CRPRS
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[i] Running rsLTL bounded model checking

[i] Tested formulae:

[i] F[h == 0]1(c > 0)

(i] INITIALISING...

[i] Preparing variables for path=0 (level=0)

[i] Concentration level assertions for path=0 (level=0)
[i] STARTING TO ITERATE...

———————————————————————— [ Working at level=0 J------------coomomoo
[i] Generating the encoding for F[h == 0](c > 0) (1 of 1)

------------------------ [ Working at level=2 J--—------omoommm o
[i] Generating the encoding for F[h == 0](c > 0) (1 of 1)

[i] Cache hits: 3, encode calls: 8 (approx: 3)

[i] Adding the formulae to the solver...

[i] Adding the encoding for the loops...

[i] Testing satisfiability...

[+] SAT at level=2

[ WITNESS ]

Witness for: F[h == 0] (c > 0)

[ level=0 ]
State: { }
Context set: { a=3 }
[ level=1 ]
State: { b=2 }
Context set: { }
[ level=2 ]
State: { c=1 }
Parameters:
lda: { b=1 }
[i] Time: 0.050708999999999976 s
[i] Memory: 28.60546875 MB

Figure 7.7: Verification output for parameter synthesis in ReactiCcs-sMT
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CHAPTER 8

Conclusions

In this chapter we summarise the results of this thesis and provide problems we
intend to address in our future work.

8.1 Overview and summary

In this thesis, we have shown model checking is applicable to reaction systems.
We introduced context-restricted reaction systems that allow for specifying the
environment in which the reaction system is functioning, rather than considering all
possible context sequences generated by the background set of reaction system. The
initial approach presented in Chapter 3 considers only a subset of the entities of the
background set that are assumed to be relevant for the interactions of the system
with its environment. Only these entities are used to generate the processes of the
analysed reaction system. Since the properties of reaction systems depend heavily
on their interactions with the environment, we introduced rsCTL. It is a temporal
logic extending CTL and supporting the specification of context sets. We gave a
Boolean encoding for the context-restricted reaction systems and used it to define a
symbolic model checking method for checking rsCTL properties of reaction systems.
The method uses binary decision diagrams that allow for efficient storage and
manipulation of the state-space of the verified system. We also provided complexity
analysis for rsCTL model checking and proved the problem is PSPACE-complete.
In [Azimi et al., 2016] the authors defined several biologically-inspired properties
of reaction systems together with the corresponding verification problems. We
developed a logic that also allows to verify properties such as conserved sets (mass
conservation), invariant sets, and steady states. A reaction systems model for the
eukaryotic heat shock response mechanism was presented in [Azimi et al., 2014a].
We expressed the properties specified in the paper using rsCTL, and automatically
verified them using our implementation. There also exist other approaches to
automated analysis of reaction systems such as [Azimi et al., 2015a] or [Nobile et
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al., 2017], but they are not exhaustive since they only allow for simulation of reaction
systems. The convergence and occurrence properties [Salomaa, 2013a, Salomaa,
2013b, Formenti et al., 2015| can also be specified in rsCTL using, respectively,
the AX and EX operators.

We generalised reaction systems by introducing multi-agent reaction systems.
This new formalism allowed for modelling of distributed and multi-agent systems
while also being a conservative extension of ordinary reaction systems. We also
introduced extended context automata which, in contrast to the previously de-
fined context automata, make it possible to specify the behaviour of environment
depending on the state of the multi-agent reaction system. This is achieved by
specifying transition guards in the extended context automaton that restrict the set
of states of the multi-agent reaction system in which the context associated with the
transition is allowed to be provided. For dealing with a combination of temporal
and epistemic properties of multi-agent reaction systems, we combined rsCTL with
CTLK to define rsCTLK, which effectively extends rsCTL with epistemic opera-
tors. For the introduced formalism we provided a Boolean encoding and given
a symbolic model checking method based on binary decision diagrams. We also
demonstrated the model checking problem for rsCTLK to be PSPACE-complete. We
applied the proposed method to verification of two scalable multi-agent systems
with temporal-epistemic properties.

Bounded model checking [Biere et al., 1999a] is one of the most successful
verification methods applied to verification of real-world systems [Copty et al.,
2001]. To complement symbolic model checking based on binary decision diagrams,
we provided bounded model checking for reaction systems based on a reduction
to a variant of the Boolean satisfiability problem. We introduced rsLTL, which
is a logic for expressing linear-time temporal properties of reaction systems. It
is based on LTL, and similarly to rsCTL, it also allows for specifying restrictions
of the permitted contexts. Additionally, we introduced reaction systems with
discrete concentrations that allow for easier modelling of quantitative aspects of
reaction systems. The proposed extension does not provide greater expressivity
than the original formalism; however, it facilitates more efficient verification when
quantitative aspects are relevant to the functioning of the system. Although
there exist other approaches that support modelling of complex dependencies of
concentration levels and their changes, e.g., chemical reaction networks theory based
on [Horn and Jackson, 1972], reaction systems provide much simpler framework
and the processes of reaction systems take into account interactions with the
external environment. Reaction systems with durations studied in [Brijder et
al., 2011c| share some similarities with the formalism of reaction systems with
discrete concentrations. However, in contrast to reaction systems with durations,
the execution of reaction systems with discrete concentrations does not explicitly
depend on a counter that can be implemented using reactions (see the translation
into reaction systems presented in |Brijder et al., 2011c]). The bounded model
checking method was implemented by translating the problem into an SMT formula
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Formalism rsCTL/1SCTLK rSLTL
RS BDD-MC, BDD-BMC (Ch. 3), rsCTL only | sMT-BMC (Ch. 5)
MARS BDD-MC, BDD-BMC (Ch. 4), rsCTLK -
RSC - sMT-BMC (Ch. 5)
PRS - sMT-BMC (Ch. 6)

Table 8.1: Summary of the results

and then verifying its satisfiability using an sMT-solver. For this approach, we
also showed how to generalise the notion of context-restricted reaction systems
by introducing context automata for modelling the environment and more precise
specification of the context sequences that the environment generates. We have
also shown the rsLTL model checking problem to be PSPACE-complete.

In some practical applications, we may be presented with a physical system
for which we might be unable to model all of its reactions fully. To address this,
we extended our approach for bounded model checking of rsLTL to produce a
method for reaction mining. We introduced a formalism for parametric reaction
systems, where reactions can be defined partially by using parameters in place of
the unknown reaction elements. The valuations of the parameters are synthesised
given some, potentially empirically obtained, observations expressed using rsLTL.
To this aim we allow for multiple formulae, where each formula specifies a separate
observation related to a possible process or execution in the original system. This
approach is implemented by translating the problem into an SMT formula and
checking its satisfiability. The parameter valuations are extracted for a satisfiable
SMT encoding instance. In the encoding, for each rsLTL formula we use a separate
set of variables to represent a separate path in which the corresponding rsLTL
formula must hold. However, the encoding of the parameters are shared amongst
the encodings of the paths. This allows us to extract parameters that guarantee
all of the specified rsLTL formulae hold. An application of the proposed method
was used to synthesise an attack on a mutual exclusion protocol by calculating
parameters of a malicious reaction to be injected into the system. The decision
problem corresponding to the introduced parameter synthesis problem is proved to
be PSPACE-complete.

For all the introduced verification methods, we provided implementations and
evaluated them experimentally. This resulted in an implementation of a complete
toolkit for verification of reaction systems. The provided implementations avoid
representing state-spaces explicitly by using symbolic model checking techniques.
This is particularly important given the complexity of the problems tackled in this
thesis. The toolkit has been released online with its complete source code and is
available for everyone to use and modify.
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The verification methods proposed in this thesis are summarised in Table 8.1.
Our BDD-based model checking methods do not support direct modelling of discrete
concentrations. Moreover, in all of our BDD-based verification methods we also
implement the BDD-based BMC heuristic [Copty et al., 2001, Cabodi et al., 2002].

8.2 Future work and other research problems

We now provide an overview of the problems that we intend to address in our
future work.

Verification of universal properties

To verify rsLTL properties of reaction systems (Chapter 5), we proposed a method
based on bounded model checking. Such an approach can provide a significant
advantage when verifying existential properties because, it is sufficient to find a path
prefix for which the verified property holds. This means that the verification can
be performed on a fraction of the original model. However, the method is unable
to disprove existential properties (or alternatively, to prove universal properties).
Therefore, in our future work we plan to provide a complete method for the
verification of rsLTL. The method proposed in this thesis can be used as a complete
method provided it is known when the entire model has been explored. This can
be achieved by establishing a method for computing the diameter (completeness
threshold) [Clarke et al., 2004] of the model and using it as the condition to stop
model exploration. We also wish to propose a BDD-based model checking method
for rsLTL, similar to the one proposed for rsCTL, which would be a complete method
capable of verifying rsLTL formulae interpreted existentially and universally.

The parameter synthesis method (Chapter 6) focuses on existential observations
that are very natural when obtained from simulations or experiments performed
on the system, since it is problematic to derive conclusions about all the possible
executions when investigating only a subset of them. However, when we consider
some underlying physical properties of the system under investigation, these can
be formulated as universal observations. Therefore, in our future work we are
going to focus on the synthesis problem with universal observations. Since we use
bounded model checking, if no valid parameter valuation exists and no bound on k
is assumed, then our method does not terminate. As previously mentioned, this
can be solved by computing the diameter of the verified model.

Generalised properties specification formalism: rsCTL*K

To allow for verification of a wider class of properties, we are also going to de-
fine rsLTLK: a logic that will extend rsLTL with epistemic operators, similarly
to rsCTLK. To implement model checking for rsLTLK, an automata-based approach
could be used, just like the one for LTLK presented in [Meski et al., 2014b]. Combin-
ing symbolic model checking method for rsLTLK together with the one introduced

158



for rscTLK (Chapter 4) would result in a verification method for rsCTL*K that
would combine rsLTLK and rsCTLK similarly to how CTL* combines CTL with LTL.

The formalism of multi-agent reaction systems and the verification method
could be generalised to allow for direct modelling of concentration levels. However,
to achieve performance gains, instead of binary decision diagrams a type of decision
diagrams that allow for assigning integers to valuations should be used.

Timed reaction systems

Reaction systems with time were considered in |[Ehrenfeucht and Rozenberg, 2009].
We would like to introduce a formalism for reaction systems with time constraints
that would facilitate model checking of real-time systems in the reaction systems
setting. Model checking for a discrete time modelling formalism could adopt
methods of [Polrola et al., 2014] and [Meski et al., 2011b| for continuous time.

Specification patterns

For the model of eukaryotic heat shock response [Azimi et al., 2014a] we provided its
specification using rsCTL (Chapter 3). Different biologically-inspired properties of
reaction systems studied in [Azimi et al., 2016] can be specified using the temporal
logic formalisms introduced in this thesis. Providing generalised mappings of
properties of reaction systems into temporal formulae expressing them [Dwyer et
al., 1998| could help simplify the process of formalising behaviours of the analysed
systems. These specification patterns could also be used to describe the observations
in reaction synthesis (Chapter 6).

Efficiency improvements

Improvements of the encodings defined and used in Chapter 5 and 6 are potentially
possible by using an SMT theory involving bit vectors or by basing the rsLTL encoding
on one of the more involved and more efficient encodings for LTL presented in [Biere
et al., 2006|. In the approach for parameter synthesis we unroll all the path prefixes
simultaneously and assume they are of the same length. This happens even if a
witness for any of the verified formulae is found for a relatively short path prefix.
The unwinding could be optimised to prevent this from happening.

8.3 Final remarks

The benefits of engineering new vaccines and drugs is undisputed, and is a clear
demonstration of the applicability of synthetic biology. In such applications,
development of methods for ensuring correctness of the results at the design stage
is an important area of research. A paper published in Nature [Purnick and
Weiss, 2009| presented an overview of the research results in synthetic biology. It
highlighted the fact that the biological systems are being engineered to become
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more and more complex, and it is impossible to use intuition alone to analyse
combinations of even small systems. Consequently, developing efficient methods
that support such analyses is crucial. While reaction systems are not mentioned
in the paper it has been demonstrated by various researchers (see [Corolli et al.,
2012, Azimi et al., 2014a, Azimi et al., 2015b, Barbuti et al., 2018]) that they can be
used for biological modelling. Furthermore, the paper points out the applicability
of model checking in identifying various parameters of these systems. For example,
model checking could support identifying the mutations to perform, and could help
to predict the behaviour after these perturbations have been made.

This thesis has introduced automated verification methods for reaction systems.
These methods are based on model checking and allow for verification of temporal
and epistemic properties of reaction systems. Additionally, extensions of reaction
systems facilitating more efficient verification as well as modelling and verification
of wider classes of systems were introduced. We also demonstrated how state-
of-the-art methods and data structures such as sMT-solving and binary decision
diagrams can be used for representing large state-spaces to support model checking
for reaction systems. All of the proposed methods were implemented and resulted in
introduction of a toolkit for verification of reaction systems, which is now available
to the research community.
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